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Abstract
Deep learning technology creates the condition for the optimization of the smart grid, and the big data analytical technique 
has the most efficient way to analyze and share the power load spatio-temporal data in the smart grid. Utilizing the graph-
based method to learn the structure of load date distribution and load prediction has become hot-spot research. This paper 
proposes EnGAT-BiLSTM, an enhanced graph neural networks framework to realize short-term load prediction. The EnGAT-
BiLSTM model aims to improve the prediction accuracy of the load and solve the sampled data sparsity in the short-term 
prediction. In this model, the Box-Cox transformation technology is used to denoise and obtain the effective load sampled 
data set; a dynamic load knowledge graph (DLKG) is designed to map the internal attribute of the various electrical load 
and the correlation of the external influencing factors; the graphic attention mechanism is introduced in the local network 
structure of graph neural network (GNN) to extract the high-quality load spatio-temporal features; the deep bi-directional long 
short-term memory (BiLSTM) framework is used for the lifelong learning of the load prediction. The extensive load-sampled 
datasets in the real world are employed to evaluate our method. The experimental results indicate that EnGAT-BiLSTM 
improves significantly in load prediction accuracy and has good robustness. The model will provide a valuable theoretical 
basis and guidance for the smart grid IoT system.

Keywords Load power prediction · Lifelong learning · Graph neural network · Box-Cox transformation · Multi-attention 
mechanism

1 Introduction

With the rapid construction of the smart grid, the distributed 
energy IoT system generates massive spatial-temporal load 
data and forms the power load data cyberspace [1]. Utilizing 

the intelligent data analysis technology to analyze and pro-
cess the power load data effectively can bring the following 
benefits: to improve production efficiency and realize the 
coordinated development of all parts in IoT; to regulate load 
demand-side energy consumption by digging deep into the 
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growing electricity consumption demand for users. Load 
prediction is a crucial part of demand-side management in 
the smart grid, and accurate daily load prediction can be a 
valuable reference for intelligent management and optimal 
control of the smart grid [2, 3]. For families, accurate load 
prediction can adjust their daily power consumption habits 
effectively and to save electricity. Furthermore, the effective 
load prediction of the actual electrical equipment can allevi-
ate the energy crisis and optimize the feedback mechanism 
for energy scheduling [4].

Generally, load prediction mainly includes ultra-short-
term, short-term, medium-term, and long-term predictions. 
Specifically, the ultra-short-term load prediction indicates 
the load prediction within 1 h; the short-term mainly shows 
the daily and weekly load prediction; the medium-term 
ranges from months to years; and the long-term refers to 
the load prediction in the next 3 to 5 years or even longer 
[5, 6]. As the power system scale increases, the type of load 
data is more complex and diverse in the smart grid, and the 
existence of various external influencing factors aggravates 
the randomness and nonlinear of the power load [7]. Short-
term load prediction is significant in the smart grid, which is 
responsible for improving the machine performance, ensur-
ing the water-fire and electricity coordination, and as a basis 
for drawing up the technical solution [8, 9].

Research on short-term load forecasting has become the 
research hotspot, and in the previous literature, improving 
the accuracy and performance of the model becomes an 
urgent requirement [10]. Currently, the existing short-term 
load prediction methods mainly include the based time series 
and the based data-driven models. The former takes the time 
as the basis to analyze the law of load change, such as the 
differential autoregressive sliding mean model (ARIMA), 
the autoregressive moving average model (ARMA), and the 
moving average model (MA). In [11], the paper combines 
the generalized autoregressive conditional heteroskedasticity 
(GARCH) and the autoregressive integrated moving average 
(SARIMA) to realize short-term load forecasting, but the 
complex parameter adjustment leads to limited prediction 
accuracy. Constructing the mathematical model of similar 
months to predict the residential electricity load, but the 
input parameters setting is relatively complicated, which 
is challenging to achieve the model optimization [12]. For 
the optimal parameter selection, an improved cuckoo search 
(CS) algorithm is added to Fractional Auto-regressive Inte-
grated Moving Average (FARIMA), which can improve 
the prediction accuracy by the dynamic adjustment [13]. 
Fusion algorithm is becoming a new idea for improving 
the accuracy of the model, such as utilizing the statistical 
method to realize the optimization of the time-series pre-
diction model [14]; the author uses the grey wolf optimizer 
(GWO) can effectively solve the nonlinear relationship of 
sampled data, but the correlation of time series data is not 

considered. Unfortunately, the time-series prediction models 
have the following problems: the limited ability to process 
data and low efficiency; model parameter setting is tedious 
and high time complex; online modeling has insufficient 
commonality.

With machine learning technologies (MLT) being used 
extensively in industries, data-driven methods are gradu-
ally used to predict and analyze load data, such as random 
forest (RF) [15], relevance vector machine (RVM), support 
vector machine (SVM) [16], and deep learning algorithms 
(DLA). In paper [17], the SVM algorithm is used for solv-
ing the convex quadratic programming to realize the load 
prediction; the SVM model with a variable input structure is 
designed for load prediction, but the high-dimensional input 
variables lead to the computational burden. The article [18] 
employs the chaos theory and the particle swarm algorithm 
to optimize the SVM algorithm. In [19], an integrated RF 
model with the grey catastrophe theory is constructed to 
reduce the randomness of the load breakpoints, and then the 
experimental results prove that SVM has a noticeable opti-
mization effect in optimizing the model performance. The 
RF method is introduced into the kernel-based principled 
component analysis to extract the load features and enhance 
the performance of the load extractor, which is more advan-
tageous for improving the model precision [20].

As a typical algorithm of MLT, DL technology has a wide 
range of applications in the load data cyberspace, such as 
analysis, processing, and forecasting. In some research, to 
reduce the prediction error, the abstract feature information 
of load and the historical load sampled data of the distrib-
uted systems are inputted into the training model, and then 
the general performance of the load model is enhanced 
[21–23]. In [24], an ANN model based on Fuzzy-ARTMAP 
(FAM) is presented to achieve load monitoring by an online 
data acquisition system; the simulation experiment proves 
the performance of FAM-ANN is more stable. Considering 
the LSTM model has advantages in the time-series predic-
tion. In [25], a combined model BiGRU-CNN is presented 
to predict the short-term load, and the experimental result 
shows that this method has a remarkable prediction. [26] 
proposes a CNN-BiLSTM framework based on Bayesian 
optimization to realize the optimization of the model param-
eters; finally, the paper employs an attention mechanism to 
perfect the neural network representation. In [27], a DL 
model based on the pooling LSTM and CNN is presented 
to address the model nonlinear, and the error of the model 
prediction is minimum. In [28], an advanced LSTM model 
is used for middle-term electric load forecasting, and expo-
nential smoothing (ETS) is employed to learn the dynamic 
seasonal relationships of load time series, enhancing the 
model interpretability.

However, the methods mentioned above are only for 
analyzing and predicting the electricity demand of load 
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cyberspace in a single time scale and ignore the heteroge-
neous characteristics of the distributed power system in the 
multi-time scale data space. These are not conducive to the 
generalization of the load forecasting model. Meanwhile, the 
correlation of electricity consumption in different time series 
is significant for the power system’s production scheduling 
and operation management [29–31]. In [32], the author con-
siders that improving the time dependence between consecu-
tive loads can effectively improve the prediction accuracy of 
multi-energy loads in energy systems, which is the basis for 
energy control and scheduling. In [33], the author proposes 
the analysis and prediction of the key characteristics in the 
multi-scale time-series energy load consumption to improve 
the energy efficiency in the energy system. Furthermore, 
on the one hand, the existing short-term load forecasting 
models need to be revised to solve the high volatility of user 
power demand behavior and the complexity of the actual 
electricity load. On the other hand, ignoring the influence of 
external factors such as weather, holidays, and temperature 
on the user’s power consumption behavior tends to cause 
the prediction model’s poor stability and slow convergence 
[34, 35].

To address the above issues, we propose an enhanced 
graph neural network based on the spatial attention mecha-
nism and BiLSTM framework (EnGAT-BiLSTM), which 
uses the attention modules in the GNN framework to 
improve the learning ability of the load features representa-
tion in the heterogeneous data cyberspace. EnGAT-BiLSTM 
aims to the analytical prediction of the power load in the 
short-term and then to achieve fine-grained learning for the 
load features with unknown, random, and nonlinear charac-
teristics; to enhance the representation and interpretability of 
load features; to improve the load prediction model accuracy 
and the model performance with the limited load sampled 
data sets. We survey 500 families and find that the complex-
ity of the electrical equipment and the diversity of consumer 
habits lead to the heterogeneous structure of the power load 
cyberspace, which challenges the existing load forecasting 
model on a single scale. Meanwhile, equipment measure-
ment errors and noise are unavoidable in the raw sampled 
data, affecting the prediction accuracy. Furthermore, it is 
easy to waste resources and time to train and analyze the 
model with many noisy data. To this end, we use the Box-
Cox transformation technology to eliminate the nonlinearity 
noise of the raw load data and improve data validity. Box-
Cox transformation technology introduces the parameters to 
create a functioning family with the monotone transforma-
tion for denoising and data dimensionality reduction. The 
method has been mentioned in other fields for the forecasting 
model [36–38].

We design a dynamic heterogeneous load knowledge 
graph structure (DLKG) to capture the internal correlation 
of the different power loads and to model the external cor-
relation of the load data with the influencing factors. For 
example, the internal load correlation includes the power 
estimation of the various electrical loads, service time, load 
time-domain waveform, and frequency-domain image; the 
external factors information of load, such as weather, tem-
perature, holidays, seasons, etc., is a few literature men-
tions. After that, we utilize an enhanced neighborhood node 
graph neural network with a multi-layer attention module 
to improve the efficiency of the vital feature learning in 
the load extraction and to enhance the load interpretability. 
Finally, the deep BiLSTM network is used to deal with the 
temporal dependency issues, realize the accurate load pre-
diction, and build the lifelong learning model.

The paper makes significant technical contributions as 
the following:

• It utilizes the Cox-Box transformation algorithm to 
reduce the nonlinearity of the load sampled data and to 
enhance the data validation;

• It constructs a dynamic load Knowledge graph structure 
(DLKG) to store the power load feature relation in a 
graph way and to improve the load interpretability;

• It proposes an ENGAT model based on a graph attention 
mechanism to enhance the learning ability of the load 
time-series feature representation;

• It structures a deep BiLSTM framework for load lifelong 
learning and prediction.

Other sections are arranged in the following: review research 
background and related work are presented in Sect. 2; impor-
tant algorithms are described in Sect. 3; experimental imple-
mentation and results discussion in Sect. 4; the conclusion 
is in Sect. 5.

2  Review research background and related 
work

2.1  Load forecasting methods

Load forecasting is beneficial to optimize the real-time 
scheduling of the smart grid and improve the reliability of 
the power system. It is more important to establish the cor-
relation between the external factors (the weather, the eco-
nomic development, and the holidays) and the load sampled 
data as the knowledge of load relations for improving the 
prediction accuracy in the short-term load. There is a great 
deal of research indicating that DL technology has become 
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the research hotspot. [39] proposes a hybrid model based 
on extreme gradient boosting and pattern sequence-based 
matching for forecasting the holiday load and then utilizing 
the shape similarity strategy based on Euclidean distance to 
compare the predicates effect. In [40], the author presents 
a wavelet-based neural network to enhance the prediction 
model performance, improve the convergence rate, and avoid 
local optimization. Considering the learning ability of the 
load feature model can influence the effect of the predic-
tion model. [41] designs a model based on kernel principal 
component analysis (KPCA) and BiLSTM neural networks 
to realize the multi-load prediction; KPCA is used to extract 
the principal components of the weather and calendar rule 
feature data sets for reducing the load sampled data dimen-
sion. [42] presents an adaptability of the enhanced deep neu-
ral networks (DNN) model based on a deep reinforcement 
learning framework to realize the good fitting and tracking 
of the prediction model network. However, these existing 
methods still have the following challenges: the nonlinear-
ity of load sampled data results in the low accuracy of load 
feature extraction; many layers and hyperparameters lead to 
model complexity and over-fitting; multiple load forecast-
ing has poor stability and accuracy. Improving the quality 
of load representation to enhance the interpretability of load 
features is still an urgent issue in load forecasting [43, 44].

2.2  Graph‑based representation learning

GNN has a powerful ability to process complex structural data, 
especially its significant advantages in representation learn-
ing [45–47]. GNN converges the state of the neighborhood 
nodes to update the state of the current node. GNN structure 
can efficiently solve the following problems: the limitation of 
the node updates and end-to-end learning in the DL network 
model; the node heterogeneity in the different types of neigh-
bor nodes on the destination node [48–50]. GNN has been 
widely used in computational science and biology but is rarely 
applied to the representative learning of the load data cyber-
space. [51] proposes a GNN structure to extract the load fea-
tures of each power node and use the pattern similarity graph 
based on the model (PSGM) to forecast the short-term load of 
the smart grid; the method shows good learning of the feature 
representation. In [52], GNN is presented to extract the high-
dimensional feature of the load data with a graph-structured in 
the smart grid, and the GNNs framework can effectively solve 
the interdependency among nodes of the load graph structure. 
In [53], the author employed GNN to restructure the sampling 
time-series data of the wind power load in the form of a graph, 
and then GNN can enhance the spatio-temporal correlation of 
load nodes. [54] proposes a dynamic GNN model to realize 
the real-time traffic flow prediction, and the method utilizes 

the graph structures to represent the spatial features of the 
dynamic flow more effectively; the induction of the LSTM 
structural unit improves the generalization performance of 
the prediction model. [55] uses a reinforced multi-relational 
graph-structured to achieve graph representation learning and 
to improve the discrimination and interpretability of graph 
learning. In [56], authors design an optimal GNN model to 
capture the information of the brain network structure features 
and the related function modes and to realize the autonomic 
prediction. Comparing GNNs with the DNN model, the GNNs 
framework has a significant advantage for learning the load 
data based on time series. However, the GNN representation 
learning in load data cyberspace for load forecasting is still 
challenging because of the lack of integrity in load sampled 
data and the highly complex temporal correlation of the real-
world load data with the external factors. So, it is crucial to 
improve the representation quality.

3  Our Proposed Algorithms

3.1  Overview

The overall design framework of our model is presented in 
Fig. 1. The model includes four parts: 1) the Box-Cox transfor-
mation algorithm to perform the de-noising and preprocessing 
of the raw load data; 2) DLKG is presented as a heterogene-
ous graph structure to represent the dependency of the various 
loads, the correlation between load and the external influenc-
ing factors from the historical load data; 3) using an encode-
decode model based on the multi-layer attention module to 
extract the spatial-temporal features of load and to reconstruct 
the load features mapping with the graph structure, which can 
enhance the interpretability of load and improve the abstract 
representation ability of load; 4) an EnGAT structure is used 
for learning the graph-based load spatio-temporal features 
and then utilizing the BiLSTM framework to achieve the load 
prediction.

Problem setting Formally, DLKG is defined as Gd , which 
is from the historical load data of the household electricity 
consumption and the internal-external correlate factors Gl . 
Given the historical load data sets {x1

hl
, x2

hl
,… , xn

hl
} , where xn

hl
 

denotes the historical record of load, n ∈ N denotes the num-
ber of the load data sets. We use the historical load data sets 
and DLKG to predict the future trend of the short-term load y∗t 
at time t, and the formula is described as follows:

(1)y∗t = g({x1
hl
, x2

hl
,… , xn

hl
},Gl,Gd),
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3.2  Box‑Cox transformation algorithm

In short-term load forecasting, the load sampled data is 
usually characterized by nonlinear lines and high dimen-
sions affected by internal and external factors, such as the 
power consumption habits of users, meteorological factors, 
time factors, and so on. Meanwhile, almost inevitably, there 
are many measurements and other operational errors in the 
sampling process. The Box-Cox transformation algorithm 
can reduce the data nonlinearity by introducing a simple 
parameter to achieve dimensionality reduction and denois-
ing, improving data utilization [57]. This paper uses the 
Box-Cox transformation technology to promote the validity 
of the load data. The mathematical expression of the Box-
Cox transformation algorithm is as follows:

(2)X̃ =

⎧
⎪⎨⎪⎩

(X)
�s
l −1

�s
l

, �s
l
≠ 0

logX, �s
l
= 0

,

where X̃ is the historical load observation value after conver-
sion, and �s

l
 represents the transformation coefficient. The 

maximum likelihood estimation method is generally used 
to solve parameter �s

l
 , and the specific solution process is 

equivalent to find �s
l
 , which maximizes the following math-

ematical expression as the final transformation coefficient:

where Z∗(�s
l
) is the logarithmic natural function; n is the 

sample number of the historical load observations; the 
expression of �̂�(𝜆s

l
) is as the  following:

where X is the observation vector of the historical load data; 
K is the number vector of sampling point corresponding to 
the historical load data; 𝛽  can be expressed as

(3)Z∗(𝜆s
l
) =

n

2
log[�̂�2(𝜆s

l
)] + (𝜆s

l
− 1)

n∑
i=1

log(Xi),

(4)�̂�2(𝜆s
l
) =

[X − K𝛽]T [X − K𝛽]

n
,

Fig. 1  The overall design structure of our model



 International Journal of Machine Learning and Cybernetics

1 3

3.3  Dynamic load knowledge graph structure

We design a dynamic load knowledge graph structure 
(DLKG) to represent the various types of electrical loads 
and the attributed relational graph (load internal attribute 
and the external influence factors) in the historical load 
data. The specific description of DLKG is shown in Fig. 2. 
In DLKG, the various loads (i.e., refrigerator, washing 
machine, induction cooker, etc.), the internal attributes of 
load (i.e., load power estimation, time-domain waveform, 
frequency-domain characterization, etc.), and the external 
influence factors (weather, season, temperature, festivals, 
etc.) are as the nodes, the edges represent the correlations 
between nodes, which is inspired by [58, 59]. As illustrated 
in Fig. 2, We set up a relationship sets between the differ-
ent loads, the dependency relationship between the internal 
attributes and loads, and the restricted relationship between 
load and the external factors, which are the critical informa-
tion for load representation learning.

In our paper, we define the historical load data set of each 
house as the following: P = {pw1, pw1,… , pwn} , where pwn 
indicates the power of the nth load, n = {1, 2, 3,… ,N} , N 
indicates the total of the household appliances load. The 
internal attributes information of each electrical load is 
described Kw , and Kw = {ke, kdw, kfi, ktd} , where, ke , kdw , 
kfi , and ktd present the load power estimates, load time-
domain waveform, load frequency-domain image, and 
working time, respectively. The external influencing factors 

(5)𝛽 = (KTK)−1KTX. � = {�w, �c, �s, �hd} , where �w , �c , �s , and �hd respectively 
indicates the weather, temperature, season, holidays and 
festivals.

Considering the time dependence between the power 
loads of the appliances, and the correlation between the 
load and the internal attributes information, the correla-
tion between the load and the external influencing factors 
in DLKG. We draw from the representation method of the 
heterogeneous information networks (HIN) to describe the 
complex relational data structure of DLKG, and the spe-
cific graph structure data description is shown in Fig. 3. In 
DLKG, we set up three sets: the load category (LC) {P} , the 
internal attributes information (IAM) {Kw} , and the exter-
nal influencing factors (EIF) {�} by sampling and analyz-
ing the historical load data. Each node of the load graph 
structure is from the three sets, and the edges include the 
load internal attribute relationships (i.e., the refrigerator 
has a time-domain waveform and time distribution) and the 
external correlations (i.e., daily electricity load is affected 
by weather).

We construct a graph Gp for DLKG to abstractly 
describe the loads and the relationship (the internal attrib-
utes information and the external influencing factors), 
Gp = {Vp, �p,wp} , where Vp indicates the nodes set of the 
graph (electrical loads), �p indicates the edge set of the 
graph (the correlation of loads), wp is the relevance weight, 
which reflects the degree of correlation between nodes. 
Vp × Vp → �p , �p ∈ {0, 1} , and 1 indicates an edge between 
the nodes Vp , otherwise �p is 0.
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3.4  Extracting load feature based on frames 
structure

We design an encode-decode framework based on a spa-
cial attention module for improving the performance of the 
load feature extraction model. The process of load features 
extraction is that each of the frame images is inputted to the 
encoded networks to form the feature maps; by the unpool-
ing layer, the deconvolution layers, the rectification layers of 

the decoder, and the features map segmentation are gener-
ated; utilizing the spatial attention module to enhance the 
regions of the critical load features can improve the accuracy 
of the short-term load feature extraction.

This framework includes three parts: the encoder part is 
the extractor for the load features, the decoder part is to 
realize the segmentation of the load frame image region, 
and the spacial attention layer for enhancing the critical load 
features information and ignoring the minor information. 

Fig. 3  Specific graph structure 
data description of DLKG
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The detailed structure of the extractor is shown in Fig. 4. 
In our paper, the improved VGG-19 networks [60–62] are 
employed as the extractor of load features in the encoder 
part. The decoder is the copy network of the encoder, but it 
performs the reverse operation of the encoder. The decoder 
networks include the unpooling layer, the deconvolution lay-
ers, and the rectification layers. The function of the unpool-
ing operation is to restore and refactor the size of the original 
activation, and then a location variable is employed, which 
retains the place information after the max-pooling opera-
tion [63]. The deconvolution layers operation is to capture 
and splice the enlarged feature maps of each layer. In the 
encode-decode framework, we introduce the spatial atten-
tion module to pay more attention to the critical load feature 
with the spatial-temporal dimensionality. The spatial atten-
tion module includes a convolution layer with the size 1 × 1 , 
a batch norm layer, and the activation function ReLU. By the 
1D convolution operation, an unnormalized attention map-
ping is formed, and the multi-attention mapping layers are 
formed using a batch norm layer and ReLU.

3.5  Enhanced neighborhood GNN for graph 
representative learning

We design a novelty representative learning framework 
EnGAT, and the detailed design is shown in Fig. 5. In this 
framework, a multi-layer attention module is introduced into 
the GNN networks for the representation learning of the 
load sampled data. The design is inspired by graph structure 

learning, and it is more suitable than CNN for the feature 
representation of irregular and complex relations. In this 
specific framework, we utilize the strategy of enhancing 
local neighbor nodes to realize the updating and aggrega-
tion of the current node information and using a multi-layer 
attention module to maximize the feature discrimination of 
the single frame image.

Different from extracting every pixel of the frame 
image as a graph node, we use density-based clustering to 
divide the image into the small pixel regions as the graph 
nodes, which can improve computational efficiency [64]. 
The clustering algorithm based on the density, namely 
DBSCAN, is employed to structure the pixel regions 
[65]. The core of the DBSCAN algorithm is to create 
dense regions for all sample points, and these regions are 
treated as clusters. The algorithm implementation process 
includes: (1) to determine two parameters: the radius of 
the adjacent area around a point, epsilon, and the adjoin-
ing region contains at least the number of points, minPts; 
(2) a random point is selected, and its NBHD (p, Epsilon) 
is calculated to determine whether it is a nuclear point; 
(3) to create a class by iterating over the other sampling 
points; (4) the operation of steps 1 and 2 are repeated until 
all points are included in the class (core or edge points) 
or are peripheral points; (5) the algorithm is evaluated by 
the contour function, and then the optimal parameters are 
obtained. The specific algorithm is shown in Algorithm 1:

Fig. 5  The detailed design of EnGAT structure
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Line1–7: according to the domain parameters ( �,MinPts ) 
and to find all the core objects.

Line8–24: the algorithm takes any core object node as 
the starting and finds the reachable sampled node by this 
starting node density; to create the node cluster until all the 
core object nodes have been traversed.

Assuming that the size of the load frequency-domain 
image is H ×W × C , the parameters represent the height, 
width, and channel, respectively. After the pixel clustering 
operation, the image is divided into M small pixel areas, 
namely, A = {a1, a2,… , am} , m ∈ M , M is the number of 

the pixel areas. Each small pixel area is inputted into the 
CNN model for the convolution and pooling operations. 
And then, each pixel area a_m is converted to the feature 
vector of the pixel areas F(am) , xm ∈ RD and D is the dimen-
sion of the feature vector. The M small pixel areas can be 
formed into a graph G(V, E) with M nodes, where the nodes 
V = {v1, v2,… , vm} and the edges eij . eij represents the cor-
relation between nodes, such as eij indicates Vi → Vj . The 
local neighbor nodes of a node N(Vm) are represented as 
Nu(Vm) , Nu(Vi) ∈ Nu(Vm) . In this paper, we mainly utilize 
the important local information of the neighbor nodes to 
enhance the representation of the current node. Finally, the 
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feature representation of graph g∗ = G∗(Vf ,Ef ) is obtained, 
where all the nodes set is Vf  and all the edges set is Ef  . The 
detailed design of the whole model is shown in Fig. 5.

3.6  Propinquity‑based node density judgment 
mechanism

In the EnGAT module, we utilize the propinquity-based 
node density judgment mechanism (Top-pnd) to select the 
local neighbor nodes Nu(vm) . The proximity of inter-nodes 
reflects the strength of the connection between two nodes. 
Considering the importance of the neighbor nodes to the 
information updating and transferring of the current node, 
however, the traditional methods rely on the random walk to 
judge the importance of nodes, which will impose an addi-
tional computational burden. The Top-pnd method is first 
described using mathematical symbols, which facilitates the 
reference and calculation in the following section.

Assuming that the node vm and the set of the neighbor 
nodes Nu(vm) = {u1, u2,… , um} , the neighbor nodes density 
P_Nu(vm) is defined as following formula: P_Nu(vm) =

em
m(m−1)

2

 , 

where em indicates the number of the existing node edges, 
m(m−1)

2
 indicates the maximum number of the possible edges. 

The maximum P_Nu(vm) is selected as the neighbor nodes 
of the node vm . According to the proximity attribute strategy 
with the maximum density of the adjacent nodes, we select 
k neighbor nodes with the strongest proximity before the 
target node, which is the top − k mechanism in the recom-
mendation algorithm. The advancement and uniqueness of 
the algorithm are that selecting the adjacency nodes with the 
most significant local influence enhances the representation 
of nodes. So, the graph structure is divided into N subgraphs, 
which can be described by the mathematical theory as the 
following: G = {G1 ∪ G2,… ,GN} , N indicates the number 
of the subgraphs.

In our paper, we introduce a multi-attention module into the 
GNN structure to improve the interpretability of graph repre-
sentation. Meanwhile, using the multi-attention layers to 
improve the computing efficiency with parallel computing. 
The node features of the input network is described as 
HT = {Ht

1
,Ht

2
,… ,Ht

i
} , where, i ∈ (1,N) , Hi ∈ RD , N repre-

sents the nodes scale, D indicates the size of the node feature 
ve c t o r  Ht

i
 ,  t  i n d i c a t e s  t h e  t i m e .  G i ve n 

H∗T = {H∗t
1
,H∗t

2
,… ,H∗t

i
} , H∗t

i
∈ RF represents the output 

network. The attention coefficient is a parameterized shared 
linear transformation, showing the influence of inter-nodes. 
The attention coefficient is defined as: et

ij
= a(WHt

i
,WHt

j
) , et

ij
 

represents the importance of the features from the node Ht
i
 to 

the node Ht
j
 at time t, and Ht

j
∈ Ni , Ni indicates the set of i 

neighborhood node, and the weight matrix is W, 
W ∈ RD∗ × D , which is used to convert the input features to 
the higher-level features. The a(∙) is a self-attention 

mechanism of the nodes and a trainable parameter vector, and 
RD∗ × RD∗

→ R , which is used to learn the importance 
between the nodes and the neighborhood. We use the function 
softmax to normalize the et

ij
 , the expression is shown as 

follows:

The expansion of the formula above is as following:

where LeakyReLU is the function, [⋅ ∥ ⋅] represents the con-
catenation operation for the features of nodes Ht

i
 and Ht

j
 after 

transformation, Wt
i
 and Wt

j
 are the trainable weight matrix, 

which can realize the linear transformation of the input fea-
tures. Finally, the output features vector of node are as 
following:

at
ij
 denotes the normalized attention coefficient calculated by 

the kth attention mechanism. � denotes the activation func-
tion, Wt refers to the weight matrix that corresponds to the 
input linear transformation. For the node, Ht∗

i
 indicates the 

state structure of the hidden-layer network ith at time t. In the 
paper, given a node v0 and its neighborhood nodes 
Nu(v0) = {v1, v2,… , vm ∣ v0} , GAT is defined as a function f 
that mapping from each nodes of Nu(v0) to the relevance 
score, f ∗ ∶ v0 × Nu(v0) → [0, 1] , and the relevance score rep-
resents the relative importance of these neighborhood nodes, 
which satisfies the following formula:

3.7  BiLSTM framework for load forecasting

For short-term load forecasting, the longer the load sampling 
span, the weaker the performance and the poor convergence 
of the training model. To maintain the time dependence of 
the load sampled data, we employ BiLSTM architecture to 
address the low forecasting accuracy and instability perfor-
mance of the prediction model. In the prediction tasks based 
on the time-series dependence, the particular gate structure 
of BiLSTM can link the previous information to the current 
task, for example, using the past video fragment to infer 
the understanding of the previous fragment. In the real-
world scenario, the load prediction task requires keeping 

(6)aij = softmaxj(e
t
ij
)

exp(eij)∑
k∈Ni

exp(eik)
.

(7)aij =
exp(LeakyReLU(a⃗T [Wt

i
H⃗t

i
∥ Wt

j
H⃗t

j
]))

∑
k∈Ni

exp(LeakyReLU(a⃗T [Wt
i
H⃗t

i
∥ Wt

j
H⃗t

j
]))

,

(8)Ht∗
i
=∥T

t=1
�(
∑
j∈Ni

at
ij
WtHj),

(9)
∣Nu(v0)∣∑
i=1

f ∗(v0, vi) = 1.
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the long-term dependence of the input sequence and using 
the past load sampled data to infer the state of the current 
load and predict future trends. So the structure of BiLSTM 
determines that it can combine the information in the for-
ward and backward directions to remember the long-term 
information to realize the life-learning of the load prediction. 
The structure of BiLSTM is demonstrated in Fig. 6.

Giving an input sequence of load features, 
XT
(l,r)

= {x1
(l,r)

, x2
(l,r)

,… , xt
(l,r)

} , and t ∈ T  represents the time 
steps. We feed each of these sequences XT

(l,r)
 into the 

LSTM units. BiLSTM introduces a second layer network 
to extend the LSTM structure to avoid ignoring the future 
context information, which includes the input layer, out-
put layer, backward layer, and forward layer. BiLSTM 
structure uses two sub-nets to deal with the left and right 
load feature sequence context, which are transmitted for-
ward and backward. Each LSTM unit includes the forget 
gate, the input gate, and the output gate [66]. At the time 
t, for the output of the forward LSTM network layer, there 
are two parts of information: the information of the cur-
rent and the previous moments in the input data sequence. 
At the time t, for the backward LSTM network layer, there 
are two parts of information: the current and the next 
moments in the input data sequence. The mathematical 
expression defines each part. The forget gate calculates 
the forgetting probability of the state in the previous layer, 
and the formula is described as follows:

where, f t
(l,r)

 represents the forget gates in the forward and 
backward layer; W(l,r)_fX , W(l,r)_fh , and W(l,r)_fs represent the 
weight value; b(l,r)_f  represents the bias. ht−1

(l,r)
 is the hidden 

layer state information of the previous network layer at time 
t − 1 , xt

(l,r)
 indicates the input data sequence at time t. We 

select the activation function sigmoid to obtain the output of 
the forget gate at time t, and f t

(l,r)
∈ [0, 1].

The input gate is used to input the current sequence posi-
tion, and the formula describes it:

where, it
(l,r)

 indicates the input information of the input gate 
at time t, which represents the probability for adding the new 
information; s∗t

(l,r)
 represents the new information. After 

updating the cell, the output gate controls the amount of 

(10)
f t
(l,r)

= �(W(l,r)_fXx
t
(l,r)

+W(l,r)_fhh
t−1
(l,r)

+W(l,r)_fss
t−1
(l,r)

+ b(l,r)_f ),

(11)
it
(l,r)

= �(W(l,r)_iXx
t
(l,r)

+W(l,r)_ihh
t−1
(l,r)

+W(l,r)_iss
t−1
(l,r)

+ b(l,r)_i),

(12)
s∗t
(l,r)

= tanh(W(l,r)_sXx
t
(l,r)

+W(l,r)_hsh
t−1
(l,r)

+W(l,r)_sss
t−1
(l,r)

+ b(l,r)_s),

information passed to the next state ht
(l,r)

 . The formula is 
described as

We use additional information S and the amount of forget-
ting from the forget gates and input gates to update memory 
units st

(l,r)
:

At the time t, ht
(l,r)

 is the output state of the hidden networks 
l ayer,  and  t he  express ion  i s  desc r ibed  as 
ht
(l,r)

= ot
(l,r)

∗ tanh(st
(l,r)

).
We define the output of the hidden layer BiLSTM as 

ht
l,r
= ht

l
⊕ ht

r
 , where, ht

l
 and ht

r
 indicate the backward layers 

and the forward layers, respectively. We use the weight coef-
ficient w1 , w2 , w3 , w4 , w5 and w6 to concatenate the output of 
BiLSTM, and the expression is as:

Loss function In our model, the definition of the loss func-
tion includes Euclidean of the similarity vectors between 
nodes (ESV), root mean square error (RMSE), and the cross-
entropy loss function, and the loss function is described as 
follows:

Loss_E We use the density-based clustering algorithm 
to form a graph structure of the load frequency-domain 
image. And then, a propinquity-based node density judg-
ment mechanism is employed to divide into N propinquity-
based subgraphs, which will be the input embedding into 
the GNN for the load representative learning. We utilize the 
least Euclidean distance criteria to adjust the embeddings 
and optimize the model parameter. The similarity matrix 
in inter-nodes J(G) and the Euclidean distance of the inter-
nodes is as follows:

where Jac_S represents the correlation coefficient of inter-
node, and jva , jvb is the corresponding vectors of the node 
va , vb in the similarity matrix. According to the formula, the 
small distance indicates a high similarity inter-nodes and the 
more likely they belong to the same cluster. The nodes are 

(13)
ot
(l,r)

= �(W(l,r)_oXx
t
(l,r)

+W(l,r)_ohh
t−1
(l,r)

+W(l,r)_oss
t−1
(l,r)

+ b(l,r)_o).

(14)st
(l,r)

= f t
(l,r)

∗ st−1
(l,r)

+ it
(l,r)

∗ s∗t
(l,r)

.

(15)ht
r
= fr(w

1xt + w2ht−1
r

),

(16)ht
l
= fl(w

3xt + w5ht+1
l

),

(17)Ot = gcon(w
4ht

r
+ w6ht

l
).

(18)Loss = Loss_E + Loss_R + Loss_C.

(19)J(jt
va
, jt
vb
) =

√∑N

k
[Jac_S(va, j

t
vk
) − Jac_S(vb, j

t
vk
)],
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divided into the K clusters where the cluster center with the 
smallest distance is located.

Loss_R The mathematical expression of RMSE is 
described as follows:

where ŷti(j) represents the predicted value and yti(j) is the 
real value predicted value. The gradient descent is used in 
the model parameter updating. To obtain the mean values 
of all training samples, the expression of the average Cross-
Entropy Loss is as the following:

4  Experiments settings

The chapter mainly introduces the model evaluation meth-
ods, the preparation of the experimental data, the specific 
experiment, and the discussion of the experimental results.

4.1  Model evaluation index

In this paper, to evaluate the performance of our proposed 
model, we use the most commonly used evaluation index, 
such as root-mean-square error (RMSE), the receiver oper-
ating characteristic curve (ROC), and the mean prediction 
accuracy (MAP).

(20)Rti =

√
1

Mti

∑Mti

j=1
(ŷti(j) − yti(j))

2,

(21)L_c = −
1

M

M∑
ti

[y(ti)logy
∗
(ti)

+ (1 − y(ti))log(1 − y∗
(ti)
)].

RMSE RMSE is used to evaluate the deviation between 
the predicted value of the model f t(xi) and the measured 
value yt

ci
 , and the mathematical expression is as follows:

ROC According to a series of different dichotomies, namely 
the cut-off value or determination threshold, ROC curves are 
described as a sensitivity curve to represent the prediction 
accuracy of X for Y.

MAP MAP is described as the abscissa representing 
the false positive rate, and the ordinate represents the true 
positive rate. MAP is the average of the accuracy at differ-
ent recall rates, and it is a measure of how good or bad the 
learned model is in all categories, as shown in the following 
formula:

APi indicates the average precision, which averages the accu-
racy at points with different recall rates. The larger value 
of AP, the higher the average accuracy of the model. AP is 
described as follows:

where Q is used as the precision, � indicates the recall, and 
we employ the Q as the function that takes � . AP is the area 
under the curve.

(22)RMSEt
c
(X, f ) =

√√√√ 1

Nc

Nc∑
i=1

(f t(xi) − yt
ci
)2.

(23)MAP =

∑N

i=1
APi

N
.

(24)∫
1

0

Q(�)d(�),

Fig. 6  Internal design structure of BiLSTM
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4.2  Data set preparation

In our paper, the experimental data sets are mainly the sam-
pled short-term power load data from the state grid Shiji-
azhuang power supply company. The data sets are collected 
by the smart electricity meter. The sampling period is from 
March 1, 2013, to December 31, 2017, and the total amount 
of electricity consumption of each user every day. The com-
position of the experimental data sets includes two parts: the 
electricity data recorded of the city, such as user ID, the date 
of the electricity for daily use, the total amount of electric-
ity, and so on; during that period time, the meteorological 
factors data of this region, such as daily mean temperature, 
holiday records and meteorology records, and so on. We 
prepared two types of experimental data, the sampled data 
sets with considering the external influence factors; the 
sampled data sets without considering the external influ-
ence factors. Specifically, in the first class, we select the 
load sampled data from 2013 to 2015 as the training data 
sets RData1, RData2, and RData3; the load data from 2015 
to 2016 as the testing data set RData4, and RData5, the load 
data from 2017 the validation data set RData6 and RData7. 
In the second-class, load data sets without considering the 
external influence factors are named LRData1, LRData2, 
and LRData3, from 2013 to 2014.

4.3  Experimental platform setting

The experimental results are obtained from a desktop com-
puter: Intel i7 3.4 GHz CPU, 64 G DDR5 RAM memory, 
and 8*NVIDIA GeForce GTX 3080 Ti GPU. To better the 
implementation of our proposed method, Python 3.5.2 is 
employed.

4.4  Model training parameter

To effectively train our proposed model, we present the 
parameters of our model setting in detail: the number of 
blocks is set to 6, each block has 32 filters, the size of the 
filter is 5, the scale of the batch is 1024, the learning rate is 
0.0009, ReLU is used as the activation function, and opti-
mizer is Adam; the number of the hidden network layers is 
set 64; the number of GCN is 2, and the load embedding 
dimension is 120.

4.5  Baseline models

We employ five baseline models for load prediction to verify 
the performance of our method. The baseline models are 
introduced as follows:

Autoregressive Integrated Moving Average (ARIMA) 
[67]: this algorithm mainly utilizes the differential operation 

by the AR model and MA model to realize the stationary 
time series transformations of the non-stationary time series. 
The model can reduce the prediction error rate.

Support vector machine (SVM) [68]: it is a load fore-
casting method based on statistical theory. This method is 
a linear classifier that can define the maximum spacing in 
the feature space and constructs the optimal linear regres-
sion function to achieve the optimal prediction. The primary 
implementation uses a nonlinear transformation technology 
to make the high-dimensional vectors of the original sam-
pled into the high-dimensional feature vectors.

Multi-scale skip deep long short-term memory (MSD-
LSTM) [69]: first, the author uses the MSD method to real-
ize the load feature extraction at different time scales and 
then utilizes the multilayer LSTM algorithm to solve the 
time dependence of features in each scale skip for the load 
prediction. In our paper, we structure the LSTM framework 
for the lifelong learning of the prediction model.

Generative adversarial network (GAN) [70]: the influ-
ence factors of the load are concerned with model training. 
In this method, a game training of GAN is generated by 
the influence factors of load, and the load prediction model 
depends on the generated training data set with the influenc-
ing factors. In our paper, we reconstruct the dependencies 
between the external factors of load and the load data with 
the graph structure.

Graph convolutional network (GCN) [71]: GCN is 
applied to solve nonlinear problems of load multi-relation 
sampling data and then introduces the spatio-temporal mul-
tigraph convolutional layer and self-attention mechanism to 
extract the load features. But this method does not have the 
ability to self-learning for load forecasting tasks.

4.6  Specific experimental design

The specific experimental designs: firstly, we use the Box-
Cox transformation algorithm to achieve the data preproc-
essing for improving the validity of the experimental data, 
which provides a way to weak the strong random fluctuation 
of the load sampled data; we show the comparison results 
of the data preprocessing by the average accuracy of the 
model training. Secondly, we use the preprocessed data sets 
to train our model and five baseline models, respectively, and 
then the RMSE and average training accuracy are employed 
to evaluate the performance of various models. Thirdly, to 
further verify the performance of various models, we discuss 
the RMSE, ROC, and MAP in the testing and validation data 
sets, respectively.

4.7  Experimental results and discussion

Question 1: the evaluation of the Box-Cox transformation 
algorithm on predicting accuracy.
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Firstly, to improve the effectiveness of experimental data, 
we use the Box-Cox transformation algorithm to achieve 
the descending dimension and denoising of load raw sam-
pled data. Data noise is significantly reduced after the data 
preprocessing, and the significant differences are shown in 
Fig. 7.

Secondly, we use the load sampled data sets RDatat1 and 
RDatat2 to train our proposed model and then utilize the 
average accuracy for verifying the effect of the preprocessing 
data sets on the model training accuracy. The experimental 
results are presented in Fig. 8. From Fig. 8a, on the training 

data set RData1, the average accuracy is not the advantage 
in the initial training stage, but as the data set size increases, 
the competitive advantage is gradually highlighted. Fig-
ure 8b demonstrates a similar result to RData1, and when 
the size of data sets is more significant than 25% , the aver-
age accuracy can improve by about 5% . These experimental 
results show that the preprocessing data sets for training our 
model can improve the model training accuracy.

Question 2: the evaluation of the performance of our 
model.

Fig. 7  Box-Cox transformation 
algorithm is used to preprocess 
the load sampled data

Fig. 8  Comparison of the model 
average accuracy on the raw 
data and pre-processed dataset

Fig. 9  The average accuracy of 
six methods in model training 
and testing process
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We employ four datasets, RData1, RData2, RData4, and 
RData5, to evaluate the performance of our model and five 
baseline models, respectively, and then to achieve a compar-
ative analysis of the experimental results. We implement the 
cross-validated data sets eight times to reduce the error of 
the experimental operations. The average accuracy on train-
ing sets and testing sets are shown, respectively, in Fig. 9. 
From Fig. 9a, in the training process, the average accuracy of 
EnGAT-BiLSTM on RData1 and RData2 is 0.93 and 0.96, 
respectively, and the accuracy is higher than the second-
rank model GCN 0.07 and 0.06; the GAN model is 0.82 and 
0.85, and the SVM model is 0.60 and 0.64; the accuracy of 
the ARIMA model is the lowest. From Fig. 9b in the test-
ing process, the average accuracy of the EnGAT-BiLSTM 

model is 0.92 and 0.95, respectively; the GCN is 0.84 and 
0.87, and the third-rank GAN model is 0.76 and 0.75. These 
results implicate that the training and testing accuracy of 
the EnGAT-BiLSTM method is relatively high, and the sin-
gle LSTM model has no advantages for load prediction; the 
traditional time series forecasting method ARIMA has its 
limitations and is not very applicable in a complex scenarios.

To fully present the model performance for load fore-
casting, we use the load sampled data set with the various 
external influencing factors (RData1 and RData2) and the 
data set without the external factors (LData1 and LData2) 
to train our proposed model, respectively. From Fig. 10, the 
average accuracy is 0.7542 in RData1, and the average accu-
racy is 0.7786 in RData2, which is higher than the data set 
without the external factors 0.0921 and 0.1282, respectively. 
The results illustrate considering the external factors for load 
forecasting will improve prediction accuracy.

We use RMSE as the criteria to evaluate our proposed 
model and five benchmark models. Specifically, we select 
two load datasets from the six consecutive months (2016–1 
to 2016–6, 2017–3 to 2017–8) in the RData1 employed for 
load forecasting. The experimental results are presented in 
Figs. 11 and 12. From Fig. 11, the RMSE value of EnGAT-
BiLSTM is smaller than other models every month and 
has a slight fluctuation. The average RMSE value is 0.03 
and shows that EnGAT-BiLSTM has stable predictive per-
formance in prediction. In Fig. 12, a result similar to that 

Fig. 10  The training accuracy 
obtained by our method in the 
model training process. a and 
c show the training accuracy in 
the external factors considered; 
b and d show the results in no 
external factors

Fig. 11  The evaluation indicators RMSE of six methods are shown 
on the sampled dataset from 2016
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presented in Fig. 11, the average RMSE value of EnGAT-
BiLSTM is 0.05 and is lower than other baseline methods. 
The traditional methods based on time series and single neu-
ral network models are not better at load prediction.

This is because the time series model ARIMA only uses 
the raw data for load prediction, which cannot capture the 
complete load time series feature with nonlinear relation-
ships. The single neural network models, such as SVM, 
MSD-LSTM, and GAN, without modeling the internal prop-
erties and external influences of load, have distinct disad-
vantages in realizing load forecasting. The GCN model does 
not consider time dependence, and the prediction is poor. 
EnGAT-BiLSTM is based on load heterogeneous informa-
tion modeling, and fusion load dynamic attribute mapping 
knowledge domain DLKG, which benefits the representation 
learning of abstract load feature attributes and correlation to 
improve prediction accuracy.

We use RMSE, F1-score, and MAP criteria to achieve 
the comparative performance testing on datasets RData3, 
RData4, RData5, and RData6. The results are shown in 
Table 1, and the best results are marked in bold.

In Table 1, we verify the performance of the six methods 
on four datasets. The evaluation metrics RMSE, F1-score, 
and MAP for various models are obtained, and the EnGAT-
BiLSTM model has achieved a remarkable effect. The 
RMSE of the EnGAT-BiLSTM model is 0.0523, 0.0423, 
0.0519, and 0.0451, respectively, and the values are lower 
than the GCN models 0.0998, 0.1201, 0.0897, and 0.0841. 
The F1-score of the EnGAT-BiLSTM model is 0.9368, 
0.9247, 0.9412, and 0.9287, respectively, which presents a 
good prediction property. The scores show that the graph 
structure model has the best performance, and the single 
time series model and the neural network model do not have 
an evident effect on dealing with the time-dependent data. 
Introducing external factors for load forecasting leads to a 
more complex data structure. At the beginning of model 
training, the GCN model presents good trends, but the model 

convergence needs to improve as the sample size increases. 
The EnGAT-BiLSTM model has excellent effects for the 
representation learning of the data based on graph structure. 
The BiLSTM framework can better realize load forecasting 
with complex dependency. The MAP value of the EnGAT-
BiLSTM model is 0.9558, 0.9421, 0.9308, and 0.9452, 
which further validates the stable predictive performance 
of our model.

AUC area is one of the most important indexes to evalu-
ate the model performance. Generally, we by the closing 
degree of the ROC curve to the upper left corner to judge 
the accuracy of the model. The maximum AUC area is 1, 
AUC area of each model is shown in Fig. 13. From Fig. 13, 
the AUC area of the EnGAT-BiLSTM model is 0.9468, and 
this value is closest to the top left corner, which is 0.0796 
higher than the second-rank GCN. Introducing the attention 
module into the GNN structure can extract the load feature 
effectively. The AUC area of the SVM and ARIMA models 
is 0.5578 and 0.4512, respectively, which proves their model 
performance is inferior to that of the graph structure model 
for realizing the load prediction.

Fig. 12  The evaluation indicators RMSE of six methods are shown 
on the sampled dataset from 2017

Table 1  Comparison of the performance indicators in five methods

Datasets Method RMSE F1 − score MAP

RData3 ARIMA 0.3752 0.4918 0.6548
SVM 0.3223 0.6345 0.7348
MSD-LSTM 0.2318 0.7364 0.7926
GAN 0.1916 0.8147 0.8435
GCN 0.1511 0.8513 0.8913
EnGAT-BiLSTM 0.0523 0.9368 0.9558

RData4 ARIMA 0.3931 0.5195 0.6157
SVM 0.2923 0.7077 0.7656
MSD-LSTM 0.2516 0.8156 0.8243
GAN 0.1932 0.8578 0.8665
GCN 0.1624 0.8745 0.9014
EnGAT-BiLSTM 0.0423 0.9247 0.9421

RData5 ARIMA 0.3165 0.5745 0.6589
SVM 0.2952 0.7515 0.7425
MSD-LSTM 0.2746 0.8086 0.7965
GAN 0.1803 0.8548 0.8783
GCN 0.1416 0.8814 0.9045
EnGAT-BiLSTM 0.0519 0.9412 0.9308

RData6 ARIMA 0.3724 0.5397 0.6321
SVM 0.2456 0.7704 0.7672
MSD-LSTM 0.2109 0.7934 0.8545
GAN 0.1665 0.8428 0.8632
GCN 0.1292 0.8781 0.8976
EnGAT-BiLSTM 0.0451 0.9287 0.9452
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5  Conclusion

In this paper, we present a novel load forecasting method, 
EnGAT-BiLSTM, to improve the accuracy and the instabil-
ity of short-term load forecasting. In this method, utilizing 
Box-Cox transformation technology to achieve the preproc-
essing of raw load dataset and to improve the effectiveness of 
the experimental data; EnGAT is used to enhance the learn-
ing ability of the load features representational; the BiLSTM 
framework is utilized to implement the load lifelong learning 
and forecasting. Lots of experiments have shown that our 
method has significant performance improvements for load 
forecasting. This method can be spread to the IoT system of 
the smart grid. The next stage of our work will use the more 
complex data sets training model and extend it to applica-
tions in other related fields.

The authors of this paper were supported by S &T Pro-
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