
Abstract—The dramatic increase in the number of vulnera-
bilities and threats prompts the development of vulnerability
exploitability prediction research. However, the existing vulnera-
bility exploitability prediction research directly aggregates all vul-
nerability data without considering the security of vulnerability
information, which leads to some problems such as data leakage
and data island. In this paper, we propose a method for vul-
nerability exploitability prediction based on federated learning,
which aims to achieve vulnerability exploitability prediction while
protecting the security of vendor vulnerability data. Specifically,
we first construct a vulnerability exploitability prediction model
in a federated learning environment and classify the collected
vulnerability data by vendors. Second, we evaluate multiple
vulnerability exploitability prediction models and improve exist-
ing models. Finally, extensive experiments demonstrate that our
proposed model achieves good results in the federated learning
environment.

Index Terms—Federated Learning, Vulnerability Exploitability
Prediction, Natural Language Processing, Deep Learning

I. INTRODUCTION

In recent years, the number of discovered and publicly
disclosed vulnerabilities has grown very rapidly, and the
threats posed by vulnerabilities are also increasing day by
day, which brings enormous challenges to information security
and network platform maintenance. However, only a small
fraction of all disclosed vulnerabilities is widely exploited,
and the value of these vulnerabilities varies. In order to find
the most likely exploitable vulnerabilities and patch them
in a limited time, the research of vulnerability exploitability
prediction is carried out. Over the years, there have been
studies on the problem of vulnerability exploitability predic-
tion, which have achieved certain results. For example, the
Common Vulnerability Scoring System (CVSS) score contains
the exploitability score of the vulnerability, which is used to
measure the probability that the vulnerability can be exploited.
However, because the CVSS score measurement standard is
too simple, some researchers further build a vulnerability
exploitability prediction model [1]–[8]. They collect open-
source vulnerability information and aggregate this vulnera-
bility information. By using more effective natural language

This work was supported by the Natural Science Foundation of China
(NSFC) under Grants 61871362, 62072426, U19B2023, and U21B2026; and
Innovation and Application Demonstration of Social Management Information
Technology of Hainan Free Trade Port under Grant ZDKJ2019008.

processing algorithms and classification prediction algorithms
to further improve the model, good results have been achieved.

However, for network platforms, vulnerability information
is extremely sensitive. Once leaked, it will bring very serious
disasters. The existing vulnerability exploitability prediction
methods simply aggregate the vulnerability information of all
platforms and train a machine learning model, without consid-
ering the security and sensitivity of vulnerability data, which
result in data islands and affect vulnerability exploitability
prediction in actual use. In recent years, federated learning
has emerged, aiming to address data locality and privacy issues
across various devices and scenarios [9]–[14]. In the face of
massive private data, different from traditional machine learn-
ing methods, federated learning does not need to centralize
all private data to train a model. On the contrary, federated
learning can ensure that private data is local to the data holder
while jointly training a model, thereby protecting the privacy
and security of the data.

Therefore, in view of the security problem of data leakage
that may occur in the process of vulnerability exploitability
prediction, we propose a method of vulnerability exploitabil-
ity prediction based on federated learning, which aims to
achieve vulnerability exploitability prediction while protecting
the security of relevant vendor vulnerability data. We collect
data from multiple open-source datasets, classify vulnerability
information according to different vendors, and construct a
federated learning environment. We propose a federated learn-
ing and deep learning approach for vulnerability exploitability
prediction. Based on the existing research work, we compare
the performance of various vulnerability exploitability predic-
tion models with and without federated learning, and select
the model with the best performance as the prediction model.

Our contributions are as follows:
• First, we propose a vulnerability exploitability prediction

method based on federated learning. This method con-
siders the security problem in model training for the first
time, which protects the security of vulnerable data, and
solves the problem of data island.

• Second, we evaluate multiple exploitability prediction
models and compare their performance.

• Finally, we improve the existing vulnerability exploitabil-
ity model and propose a new FastText+DNN model,
which is applied to the vulnerability exploitability pre-
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diction in the federated learning environment, improving
the prediction performance of the model.

The rest of this paper is structured as follows. Section
II presents the background and related work. Section III
presents our constructed federated learning-based vulnerability
exploitability prediction model. Section IV presents our exper-
imental data and experimental results. Section V concludes.

II. BACKGROUND AND RELATED WORK

In this section, we mainly introduce the evaluation criteria of
vulnerability exploitability (exploitability score in CVSS) and
some current research methods of vulnerability exploitability
prediction. At the same time, we also briefly describe the
concept of federated learning.

A. CVSS

At present, the most official evaluation of vulnerability ex-
ploitability is the CVSS score, which contains the exploitabil-
ity score of the vulnerability. CVSS constructs a fixed calcula-
tion formula based on parameters such as AccessComplexity,
Authentication and AccessVector of the vulnerability, and then
performs weighted calculation to score the exploitability of the
vulnerability [15]. However, the CVSS score considers too
few vulnerability features, and the constructed formula is too
simple, resulting in an inaccurate evaluation.

B. Vulnerability Exploitability Prediction Method

At present, some researches on vulnerability exploitability
prediction have been carried out. The main idea of these
researches is to collect open source data sets of vulnerability
information and exploit information, extract the characteristics
of vulnerabilities, and then use machine learning algorithms
to predict vulnerability exploitability. For example, Han et
al. [1] used convolutional neural network (CNN) to extract
vulnerability text description features, and then used SVM
to classify and predict. Due to too few vulnerability features
considered, the accuracy rate is only 81.6%. Sabottke et al. [8]
used a linear SVM classifier to predict whether Twitter related
to CVE vulnerabilities on Twitter would lead to exploits, but it
was limited to Twitter, and the field of consideration was too
narrow. Jay Jacobs [6] et al. trained more than 20 parameters in
the CVSS score of vulnerabilities through XGBoost decision
tree. Such methods only consider the parameters in the CVSS
score, and consider too few features of the vulnerability, which
is not conducive to a comprehensive study of vulnerability
exploitability. Huang et al. [2] considered the text features
of vulnerabilities and combined other features of vulnerabil-
ities such as CVSS and OVAL, and achieved vulnerability
exploitability prediction through the FastText + LightGBM
algorithm, with an accuracy rate of 91%; By comparing 48
supervised and unsupervised algorithms, Xiang Chen et al.
[5] demonstrated that supervised machine learning algorithms
can achieve better results in practical scenarios of vulnerability
prediction.

However, these studies do not take into account the security
of vulnerability information and the data island problem that

may be caused by the privacy of vulnerability information.
Moreover, the existing models also have problems such as too
few extracted vulnerability features and insufficient optimiza-
tion of the model, resulting in an unsatisfactory performance
of the prediction model.

C. Federated Learning

Federated Learning was first proposed by Google, and the
goal is to build a joint machine learning model based on
data distributed on multiple devices. Federated learning is a
distributed training method by introducing a variety of privacy
protection technologies and using data scattered in multiple
participants to collaboratively build a global machine learning
model [9]–[14]. When training the model, the model ensures
that the data of each holder participating in federated learning
will not leave itself. It realizes the joint modeling of multiple
participants while ensuring data security and improves the per-
formance of the participants training the model independently,
addressing data breaches and data silos

III. MODEL CONSTRUCTION

In this section, we introduce the constructed federated learn-
ing model and vulnerability exploitability prediction model.

A. Federated Learning Model Construction

We adopt the traditional horizontal federated learning ar-
chitecture to build our model. Figure 1 briefly describes the
federated learning model we built.

1) Federated Learning Server: The federated learning
server is mainly responsible for uniting all participants to
jointly train a global model. The federated learning server re-
ceives the gradient information of the participants, updates the
gradient information of the model through secure aggregation,
and then returns the gradient information to each participant.

2) Federated Learning Participants: The federated learning
participants used in this paper are network companies, which
contain their own vulnerability information. The federated
learning participants train their own models locally, send the
trained gradient information to the federated learning server,
and continuously update their models according to the gradient
information returned by the federated learning server.

B. Vulnerability Exploitability Prediction Model Construction

According to the existing vulnerability exploitability predic-
tion research [2], we construct the model as shown in Figure
2.

We extract the textual description of the vulnerability and
other features of the vulnerability separately. For the text
description of the vulnerability, we use related natural lan-
guage processing algorithms to extract text features from the
text description of the vulnerability. According to the existing
research, we use FastText to process the text description. Since
there is no research on using BERT to extract text features,
we also use BERT to extract text features. We evaluate the
performance of the two algorithms in our experiments. For
some other features of vulnerabilities, we use encoding and
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Fig. 1. Federated Learning Model

Fig. 2. Vulnerability Exploitability Prediction Model

normalization methods. deal with these features. After com-
pletion, we merge these features, classify and predict by means
of machine learning, we consider three popular algorithms:
logistic regression (LR), decision tree (XGBoost) and deep
learning (DNN).

We extract some other features of vulnerabilities, such as
CVSS score, CPE information [16], CWE information [17],
and OVAL [18], etc.

Table 1 shows our approach to vulnerability features. For
vulnerability text description, we use FastText and BERT
methods to extract text features according to previous research.
For some other features of the vulnerability, such as Ac-
cessVectors and AccessComplexity, we use one-hot encoding
to process them. For digital features such as Basic Scores,
we use a normalized method to scale these numbers between
0 and 1 to facilitate subsequent model training. For OVAL
vectors that are originally 0 or 1, we directly use them as
Binary vector for input.

IV. EXPERIMENT

A. Experimental Data

We collected vulnerability data on multiple open source
platforms. In general, the sources of datasets can be mainly
divided into two categories: Vulnerability Information Disclo-
sure Platform and Vulnerability Exploitation Information Plat-
form. All of the data we use is a combination of vulnerability
information and exploit tags using the Common Vulnerability
and Exposure Identifier (CVE-ID) as a unified locator.

1) Vulnerability Information Disclosure Platform: We
mainly select the US National Information Security Vul-
nerability Database (NVD) as the vulnerability information
disclosure platform, which is a repository of standards-based
vulnerability management data. The vulnerabilities in the NVD
database are indexed by CVE-ID, which provides a download
channel for vulnerability information. For all vulnerability
information, NVD combines the vulnerability information
of each year in json format. Each entry contains a lot of
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TABLE I
METHOD OF HANDLING VULNERABILITY CHARACTERISTICS

Feature Name Method Feature Name Method

Vulnerability Description BERT/FastText Availability Impact One-hot Encoding
CWE-ID One-hot Encoding BaseScore Scaling to N(0,1)

AccessVector One-hot Encoding Severity Scaling to N(0,1)
AccessComplexity One-hot Encoding ExploitabilityScore Scaling to N(0,1)

Authentication One-hot Encoding ImpactScore Scaling to N(0,1)
Confidentiality Impact One-hot Encoding Product Count Scaling to N(0,1)

Integrity Impact One-hot Encoding OVAL&CPE Binary Vector

information such as a descriptive text summary of the vul-
nerability, CVSS scores and associated metrics, information
about affected products and vendors, vulnerability categories
based on the Common Weakness Enumeration (CWE) system,
and reference URLs.

2) Vulnerability Exploitation Information Platform: We
mainly select: Securityfocus, GreyNoise, Exploit-DB and
some exploit web pages in Github as exploit information
platforms. There is exploit information of vulnerabilities in
these platforms, which is the basis for this experiment to
determine whether the vulnerability is exploited, that is, the
label of the sample when performing classification prediction.
Exploited vulnerabilities have a label of 1, and unexploited
vulnerabilities have a label of 0. Table 2 presents the data we
collected.

TABLE II
VULNERABILITY DATA STATISTICS

Data Set Sum of Samples

NVD 147565
Greynoise 75

Securityfocus 33820
Github 35

Exploit-DB 8701
CVE-ID(Has label) 16793

Fig. 3. CVE-2018-6153 Vulnerability Description

We classify the vulnerabilities according to different ven-
dors according to the products in which the vulnerabilities
exist in the vulnerability text description. For example, the
CVE-2018-6135 vulnerability shown in Figure 3, its text

description describes that this vulnerability exists in Google
Chrome, so we believe that this vulnerability belongs to
Google.

Through the above methods, we classify all the vulnerabili-
ties with exploit information, and select the three vendors with
the most exploit information as the experimental objects of this
paper. They are 1,597 pieces of data from Apple, 1,208 pieces
of data from Google, and 1,034 pieces of data from Adobe.
This paper regards these three companies as three participants,
and performs federated learning on the vulnerability data of
these three participants.

TABLE III
VENDOR VULNERABILITY STATISTICS

Vendor Sum of Samples

Apple 1597
Adobe 1208
Google 1034

B. Evaluation Indicators

We evaluate the performance of our model in four aspects:
accuracy, precision, recall and F1 score. The accuracy mea-
sures the accuracy of the test data set, which is the proportion
of all the correctly predicted samples in the test set among the
total samples. Precision reflects the proportion of vulnerabili-
ties judged to be exploitable in the true exploitable sample. The
recall rate reflects the proportion of vulnerabilities judged to be
exploitable to the total exploitable vulnerabilities. F1-score is
the balanced F-score, which is the harmonic mean of precision
and recall. The F1 score is used to judge, which can not only
ensure the accuracy of whether the detected vulnerabilities are
exploitable, but also ensure that the exploitable vulnerabilities
can be detected to the maximum extent.

C. Experimental Results

We have conducted multiple comparative experiments, con-
sidered text feature extraction algorithms and prediction algo-
rithms in various vulnerability exploitability prediction mod-
els, and compared the performance of models with and without
federated learning. Table 4 presents our experimental results.

First, we make a horizontal comparison to compare the ef-
fects of different vulnerability exploitability prediction models
in the environments with and without federated learning. In
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TABLE IV
THREE VENDORS EVALUATION

Method Accuracy Precision Recall F1-ScoreFederal Learning Prediction Model

YES FastText+LR 0.782 0.598 0.748 0.655
YES FastText+XGBoost 0.851 0.731 0.589 0.652
YES FastText+DNNFastText+DNNFastText+DNN 0.8990.8990.899 0.6730.6730.673 0.8430.8430.843 0.7310.7310.731
NO FastText+LR 0.884 0.841 0.700 0.761
NO FastText+XGBoost 0.910 0.791 0.811 0.808
NO FastText+DNNFastText+DNNFastText+DNN 0.9110.9110.911 0.8120.8120.812 0.8340.8340.834 0.8460.8460.846
YES BERT+LR 0.777 0.119 0.867 0.227
YES BERT+XGBoost 0.753 0.563 0.712 0.629
YES BERT+DNN 0.806 0.567 0.771 0.591
NO BERT+LR 0.804 0.666 0.348 0.456
NO BERT+XGBoost 0.777 0.603 0.784 0.681
NO BERT+DNN 0.829 0.432 0.757 0.558

Fig. 4. Use Federated Learning Model Evaluation

Fig. 5. Not Use Federated Learning Model Evaluation

Figure4 and Figure5, we specifically show the performance
evaluation of each model using federated learning and not
using federated learning. In general, FastText + DNN is more
suitable for the construction of vulnerability exploitability
prediction model. In the case of using federated learning, the
accuracy rate of FastText + DNN model is 89.90%, which is

4.78% higher than the accuracy rate of FastText + XGBoost
(85.12%). Although the accuracy is lower than that of FastText
+ XGBoost, the recall rate and F1 score are higher than that of
FastText + XGBoost, and the comprehensive performance of
FastText + DNN is better. For FastText + LR, the performance
of FastText + DNN is better than that of FastText + LR,
Therefore, this paper believes that FastText + DNN is better
when federated learning is used. Without federal learning, the
accuracy rate of FastText + DNN model is 91.14%, which
is 0.14% higher than that of FastText + XGBoost (91.00%),
and about 3% higher than that of FastText + LR (88.36%).
Although the accuracy is lower than that of FastText + LR,
the recall rate and F1 score are higher than that of FastText +
LR, and the comprehensive performance of FastText + DNN
is better. For FastText + LR, the performance of FastText
+ DNN is better than that of FastText + XGBoost. So we
believe that FastText + DNN works better without federated
learning. Therefore, we use the FastText + DNN model to
build the vulnerability exploitability prediction model of the
participants.

Fig. 6. FastText+DNN Evaluation

Then, we specifically analyze the effects of the Fast-
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Text+DNN model proposed in this paper with and without
federated learning. Figure 6 shows our model evaluation of
FastText+DNN. We find that in the case of federated learning,
the accuracy of FastText+DNN model is about 1.2% lower, the
accuracy decreases by 0.14, the recall rate is similar, and the
effect of F1-Score is about 0.1 lower. Overall, using federated
learning has little impact on the FastText+DNN model.

Because of the use of federated learning, the three partic-
ipants (Adobe, Apple, and Google) need to calculate their
own model gradients, and then perform safe aggregation
through the federated learning mechanism. The performance of
aggregation will definitely be poorer than directly combining
the data of the three participants. By continuously optimizing
the parameters of federated learning, we can improve the effect
of the model as much as possible, so that the model that uses
federated learning to predict vulnerability exploitability can
improve the effect and the accuracy of the prediction as much
as possible. In general, the use of federated learning has little
effect on the FastText+DNN model. Therefore, we believe that
the Federated Learning+FastText+DNN model can be used for
exploitability prediction. We believe that the use of federated
learning+FastText+DNN to achieve vulnerability exploitability
prediction has less impact than not using federated learning.
Using federated learning can protect the privacy and security
of data, solve the current problem of data island, and is more
suitable for vulnerability exploitability prediction.

Fig. 7. Three Vendors Evaluation

TABLE V
THREE VENDORS EVALUATION

Accuracy Precision Recall F1-Score

Adobe 0.814 0.907 0.677 0.729
Apple 0.829 0.955 0.525 0.677

Google 0.921 0.143 0.333 0.200
Federal Learning 0.899 0.673 0.843 0.731

At the same time, Table 5 and Figure 7 show the prediction
performance of the three vendors that we compared without
using federated learning through the vulnerability exploitabil-

ity prediction model and the three vendors using federated
learning. Without federated learning, Adobe’s prediction accu-
racy rate is 81.4%, precision is 0.907, recall rate is 0.677, and
F1-score is 0.729. Compared with the method using federated
learning, the accuracy rate is about 8.5% lower, although the
accuracy It is higher than using federated learning, but both
recall and F1-score are lower than using federated learning,
and the overall performance of the model is worse than using
federated learning. Similar for Apple, the accuracy rate is 7%
lower than using federated learning, although the accuracy is
higher, but the overall performance of the model is lower. For
Google, although the accuracy is more than 2% higher than
using federated learning, the precision, recall and F1-Score of
the model are much lower, and the overall performance of the
model is poor.

We find that, overall, using the federated learning model
performs better than the three vendors without federated learn-
ing. For Google, the accuracy rate without federated learning
is higher than that with federated learning, but the precision,
recall and F1-Score are far lower than those with federated
learning. Therefore, for Google, federated learning is more
suitable. For Adobe and Apple, the accuracy without federated
learning is much lower than the accuracy, recall and F1-Score
of federated learning, and the accuracy is higher. Overall, the
effect is not as good as federated learning. Therefore, for these
two vendors, this experiment proves that federated learning is
also more suitable.

V. CONCLUSION
In this paper, we proposed a federated learning-based vul-

nerability exploitability prediction method for the first time,
which realizes vulnerability exploitability prediction while
protecting the security of vulnerability data. Specifically, we
collected multiple open-source datasets and classified vulner-
ability data by vendor to simulate federated learning training
in a real environment. We trained the model through federated
learning, which protects the security of vulnerability data.
In addition, we evaluated a variety of existing vulnerability
exploitability prediction models, and proposed FastText+DNN
to build the model. Experiments show that on our dataset,
the accuracy of the Federated Learning+FastText+DNN model
reaches 89.90%, the F1-Score reached 0.731. Compared with
the existing models, our proposed FastText+DNN model im-
proves the prediction effect and is more suitable for the
federated learning environment.

Our future work is to further expand the vulnerability
dataset, and at the same time, we will also further improve the
efficiency of the vulnerability exploitability prediction model
based on federated learning.
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