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ABSTRACT
Multimodal social event detection has been attracting tremendous
research attention in recent years, due to that it provides compre-
hensive and complementary understanding of social events and
is important to public security and administration. Most existing
works have been focusing on the fusion of multimodal information,
especially for single image and text fusion. Such single image-text
pair processing breaks the correlations between images of the same
post and may affect the accuracy of event detection. In this work,
we propose to focus attention across multiple images for multi-
modal event detection, which is also more reasonable for tweets
with short text and multiple images. Towards this end, we elab-
orate a novel Multi-Image Focusing Network (MIFN) to connect
text content with visual aspects in multiple images. Our MIFN
consists of a feature extractor, a multi-focal network and an event
classifier. The multi-focal network implements a focal attention
across all the images, and fuses the most related regions with texts
as multimodal representation. The event classifier finally predict
the social event class based on the multimodal representations. To
evaluate the effectiveness of our proposed approach, we conduct
extensive experiments on a commonly-used disaster dataset. The
experimental results demonstrate that, in both humanitarian event
detection task and its variant of hurricane disaster, the proposed
MIFN outperforms all the baselines. The ablation studies also ex-
hibit the ability to filter the irrelevant regions across images which
results in improving the accuracy of multimodal event detection.

CCS CONCEPTS
• Information systems → Multimedia information systems;
• Computing methodologies→ Computer vision tasks.
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1 INTRODUCTION
In the past couple of years, with the popularization of the mobile
Internet and the development of digital equipment, e.g., smart-
phone, social media becomes more and more popular, and has
been achieving tremendous progress. Benefiting from its speciality
of convenience and propagation, people tend to record and post
daily-life and other information on the social media, including
texts, emojis, images, videos, etc. With these large-scale and various
posts all over the world, it makes detecting events via social media
information available in many areas [1, 14, 20]. Such social events
detection is very important to a variety of real-world scenarios,
such as, disaster situation updating, humanitarian planning and
decision making, because it is somehow crowd-sourced and could
be updated quickly. For example, during the torrential rain and
flooding in Henan, July, 2021, people created an online working
sheet that anyone could edit, and shared it on social media to report
nearby citizens waiting for rescue1. This operation significantly
improved the efficiency for saving lives.

Limited by the length of text content and processing techniques,
early social event detection focuses on single-modal data, e.g.,
texts, which could be formulated as topic modelling and track-
ing [3, 11, 13, 23, 24]. Since an image conveys more detailed aspects
than a short text, visual texture and semantic learning are proposed
to extract event clues from visual data, e.g., images and videos, to
leverage more detailed information [6, 7, 12, 25]. However, a post
on social media usually consists of texts, images, audio as well as
other meta-data, as illustrated in Figure 1. Analyzing only the texts
or images can barely take fully advantage of multimodal informa-
tion and may fail to capture the aspects we are interested in [21].
Researchers step further to simultaneously mine semantic clues
from multimodal data, mainly from vision and language data, for
social event detection [1, 17, 20]. We also mainly investigate the
1https://www.thepaper.cn/newsDetail_forward_13691244
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Figure 1: An example of multimodal social data. A post usu-
ally consists of contents of text and one or more images, as
well as a variety of meta information, including user infor-
mation, time stamp, geo-tag and etc.

multimodal social event detection in this work. The joint usage of
data from multimodalities makes the model leverage the informa-
tion more comprehensively and effectively, because the data from
different modalities could supplement each other. At early stage,
many simple ways, e.g., sum and concatenation, are firstly intro-
duced to fuse multimodal information.While such simple ways may
introduce noise and decrease the effectiveness for multimodal event
detection. Canonical correlation analysis (CCA) [9] was proposed
to learn the joint semantic embedding to maximize the correla-
tion between images and texts, and find more significant clues for
social media event detection [10]. Motivated by the great success
of attention mechanism [5, 19, 22], Abavisani et al. [1] propose a
deep framework with cross-attention to avoid negative knowledge
during fusion.

As everyone knows, a social media post may contain multiple
images, e.g., up to four images for Twitter2 and nine images for
Weibo3. Nevertheless, existing methods can only handle one image
for each sample, integrating with text representation or other in-
formation. Ofli et al. [18] split all the samples with multiple images
as training, and all the test samples are with only one image. The
authors then repeatedly pair the text with different images in a
post and train the model with an image-text pair. These methods
obviously would learn incorrect correlations between the text and
image and result in wrong prediction, because not all the images in
a post are related to its topics.

To address aforementioned issues for multimodal social event
detection, in this paper we propose a novel Multi-Image Focusing
Network, referring as MIFN, to handle multiple images in a post.
Specifically, we first employ a bidirectional GRU and pre-trained
Faster-RCNN as the feature extractor, to learn the text represen-
tations and image region representations. To align the semantic
concepts in text and visual aspects in images, inspired by [15], we
2https://twitter.com
3https://weibo.com

devise a multi-focal network for MIFN, focusing attention on the
regions most related to query text contents. This operation across
multiple images not only filters the irrelevant regions in the same
image, but also avoids the ones across images, even totally ignores
the irrelevant images by filtering all the regions. The relevant visual
aspects are then integrated with semantic contents by weighted
sum, to obtain the multimodal event representation. Finally, we
make the prediction based on previous multimodal representations
utilizing an event classifier, which first pools the multimodal repre-
sentation and predicts the label with softmax operation. To verify
the effectiveness of proposed approach, we attempt to classify the
natural disasters via the relevant multimodal posts on social media,
and conduct extensive experiments on CrisisiMMD dataset. The ex-
perimental results demonstrate that our method focusing attention
across multiple images could significantly improve the prediction
accuracy.

In summary, the main contributions of this work are as below:
• We propose aMulti-Image Focusing Network for multimodal
social event detection. To the best of our knowledge, we are
one of the first to simultaneously integrate multiple images
and text content of a social media post for multimodal event
understanding and detection.

• We design a multi-focal network to focus attention across
multiple images, which makes the model could fuse text and
vision from different images.

• We conduct extensive experiments on CrisisMMD dataset
and the experimental results demonstrate the effectiveness
of proposed approach.

2 APPROACH
The framework of our proposedMIFN is shown in Figure 2. Our
model mainly consists of three components: feature extractors,
multi-focal network and event classifier. For a given tweet, consist-
ing of a text and multiple images, we first use feature extractors to
obtain the feature maps of the text and images. Second, we leverage
the multi-focal network to initialize the weight of different image
regions related to a given word in tweet text, and filter out the
irrelevant image regions. We further fuse tweet text and relevant
image regions by the attention module as the final tweet embedding.
Finally, the final tweet embedding is fed into the event classifier,
composed of an avg-pooling layer, a full connection layer and a
softmax layer, to predict the event category.

2.1 Feature Extractors
A multimodal tweet contains the main content of text sentence(s)
s and a set of images V . As the text and images are all related to
the same event, the object of s describes may distribute among
multiple images in V = {vi }

N
i=1, where vi is i-th image, N is the

number of all corresponding images. Therefore, different from ex-
tracting the feature of the whole image, we employ the pretrained
Faster R-CNN with ResNet-101 [4] to detect objects in an image
and extract their features. For a given image vi , each object is
marked by a rectangular box, which named image region, thus
the visual embedding of vi is {vi j }Mj=1 ∈ Rdv×M , where vi j is the
feature of j-th image region. Finally, the image set V is embedded
as V = {{v1j }Mj=1, · · · , {vN j }

M
j=1} ∈ R

dv×(M+N ).

https://twitter.com
https://weibo.com
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Water levels remain high outside Eastgate, Texas. 
So many roads still inundated.
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Figure 2: The framework of the proposed MIFN. Given a tweet, consists of a text and multiple images, we extract the textual
feature map and visual feature map. For each word, we further filter out the irrelevant image regions based on the word
embedding, and fuse the word embedding with relevant images regions. The final tweet embedding, composed of textural
embedding and corresponding relevant visual embedding, is fed into event classifier.

To encode the semantic information of words in s , we first use
the word embedding matrix to embed the word sequence. Then,
the embedded word sequence is input to a bidirectional recur-
rent neural network, e.g., Bi-GRU, to obtain the hidden sequence
HL = {hLt }

T
t=1 ∈ Rdh×T and HR = {hRt }

T
t=1 ∈ Rdh×T , where dh is

the dimension of the hidden layer and T is the length of the text
sequence s . Finally, to fuse the bidirectional semantic information
of a given word, we combine the word embedding by averaging the
hidden vectors in the two direction:

et = (hLt + h
R
t )/2, (1)

where et is the word embedding of t-th vector. The textual embed-
ding matrix of s is E = {et }

T
t=1 ∈ Rdh×T .

2.2 Multi-focal Network
Previous multimodal event detection works focused on the the pair
of text and single image, but ignored that the tuple of text and mul-
tiple images is more common in realistic scenario, as mentioned in
Figure 1. As the limited words are allowed on social media, users
could share multiple images as the supplementary information of
what the text described. However, we find out the image regions,
that the object of this text describes corresponds to, may not con-
centrate on a single image. To better fuse the textual feature and
visual feature, we select all the relevant regions of images. The final
tweet embedding is composed of the textual embedding and the
visual embedding of relevant regions.

Specifically, we first initialize the relevant score matrix R of the
words in s toward all the regions in V :

Q =WQE C =WCV ,

R = softmax(QTC),
(2)

where WQ ∈ Rdi×dh ,WC ∈ Rdi×dv are transform matrix, R =
{ri }

T
i=1 and ri = {ri j }

M+N
j=1 ∈ R1×(M+N ).

For each word, we then assume that relevant regions obtain the
higher relevant score than irrelevant regions [15]. Therefore, we
filter out the regions with the relevant score lower than the average
score of all the regions. The function of filtering is formulated as:

f (ri j ) =

{
1 if ri j >

1
M+N ;

0 others;
(3)

where ri j is the relevant score of i-th word and j-th image region,
and j ∈ [0,M + N − 1].

Finally, we reassign the weight for the rest of relevant regions
and define the weight as:

ˆri j =
ri j f (ri j )∑M+N−1

j=0 ri j f (ri j )
. (4)

For the i-th word, the reassigned weight vector is r̂i = { ˆri j }M+Nj=1 ∈

R1×(M+N ). As for the text sequence s , the reassigned weight matrix
is R̂ = {r̂i }

T
i=1 ∈ RT×(M+N ). After that, we leverage attention

module to fuse the text-related visual feature and the textual feature.
The attention module is defined as:

M = Q +CR̂T , (5)

whereM ∈ Rdi×T is the feature fusion map.

2.3 Event Classifier
To retain all the information ofM , we employ the avg-pooling to
obtain the final tweet embedding:

m = avg-pooling(M), (6)

wherem ∈ Rdi×1. Then, we acquire the possibility of each event
category:

ŷ = softmax(Wm + b), (7)
whereW and b are learnable parameters, and ŷ is the probability
vector of all the event category. Finally, we use the cross-entropy
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Table 1: The data statistics of Task 2 (Humanitarian Cate-
gories).

Event Name Train Set Dev Set Test Set
Infrastructure and 458 98 99
utility damage
Rescue volunteering 726 156 156
or donation effort
Affected individuals 61 13 14
Not-humanitarian 2,650 568 568
Other relevant 1,164 250 250
Total 5,059 1,085 1,087

Table 2: The data statistics of Hurricane Disaster.

Event Name Train Set Dev Set Test Set
Infrastructure and 356 76 77
utility damage
Rescue volunteering 548 118 118
or donation effort
Affected individuals 26 6 6
Not-humanitarian 1,834 393 394
Other relevant 1,017 218 219
Total 3,781 811 814

loss as the objective function to optimize all the parameters during
training.

3 EXPERIMENTS
3.1 Dataset and Setting
There are few public multimodal event detection datasets, thus we
conduct experiments on one public dataset, CrisisMMD [2], with
several prediction tasks.

CrisisMMD is a natural disaster event dataset, which is collected
during seven natural disasters, and annotated with the text-image
pair for three tasks: (1) Informative vs. Not Informative, (2) Human-
itarian Categories, (3) Damage Severity. Among these tasks, Task
1 (Informative vs. Not Informative) is to determine whether the
tweet is useful for humanitarian aid purposes and Task 3 (Damage
Severity) is applied only on images, hence only Task 2, i.e., Hu-
manitarian Categories, is fit for our multimodal event detection.
Following the setting of [18], we merge the eight categories into
five humanitarian categories.

In this paper, we study the event detection of single text and
multiple images. To construct the text-images pair, we merge the
images which correspond to the same tweet id. In addition, Task
2 is about the humanitarian event during different natural disas-
ters, which contains hurricane, wildfires, earthquake and floods. To
avoid the different disasters effect image background and semantics
of tweet text, we design another experiment task that detecting
humanitarian event about a specific disaster, hurricane which has
more samples.

Table 3: The results of Task2 (Humanitarian Categories).

Task2 (Humanitarian Categories)
Model Acc Macro F1 Weighted F1
Bi-GRU 74.5 55.0 73.6
ResNet-101 78.7 60.1 78.0
GRU+ResNet-101

adding 82.2 67.5 81.8
max-pooling 78.2 60.0 77.7
avg-pooling 82.9 63.5 81.4

MIFN 83.8 74.7 83.6

Finally, for each event category, we randomly choose 70% data
for training, 15% for development and 15% for testing. The statistics
of these two tasks are shown in Table 1 and Table 2.

3.2 Baselines
To evaluate the effectiveness of our proposed model, we design two
groups of comparative experiments.

The unimodal model only leverages the unimodal, i.e., text or
images, as the representation of a given tweet.

• Bi-GRU: The textual processor. Bi-GRU extracts the seman-
tic information of the given text by bi-direction process.

• ResNet-101: The visual processor. ResNet-101 [8] has showed
a great power on image classification. We use the ResNet-101
pretrained on ImageNet to extract the visual feature.

Themultimodalmodel attempts to detect events based on em-
ploying more information. The challenge is that finding out a better
method to fuse the textual and multiple image representations. To
compare with our model, we obtain the textual embedding and vi-
sual embedding by Bi-GRU and pre-trained ResNet-101 respectively
and fuse these two embedding by max-pooling, average-pooling or
adding.

3.3 Implementation Details
We implement all the models with Pytorch. For baselines, we set the
hidden size of Bi-GRU to 1024 and use the pre-trained ResNet-101 in
torchvision. About our model, dh ,dv ,di are 1024, 2048, 1024 respec-
tively. The number of regionsM is set to 36. For the images which
have less regions, we pad them to 36. The batch size, optimizer and
L2 regularization weight are set to 32, Adam and 0.0001 for all the
models. We initialize learning rate to 0.01 and reduce it with the
factor (0.1) every 15 epochs.

3.4 Overall Performance
The comparison results of our MIFN and baselines on Humanitarian
Categories and Hurricane Disaster are shown in Table 3 and Table 4.

First, among the unimodal methods, ResNet-101 (pure images) is
better than GRU (pure text). In twitter, users are allowed to share
messages of 140 characters or less [16]. It is difficult to describe
the detail of damage with less words during the natural disaster.
However, the images could provide more intuitive information
about the disaster scene. This is the reason that leveraging the
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Table 4: The results of Hurricane Disaster.

Hurricane Disaster
Model Acc Macro F1 Weighted F1
Bi-GRU 73.8 55.4 73.2
ResNet-101 78.6 61.4 78.5
GRU+ResNet-101

adding 79.2 62.4 78.9
max-pooling 76.9 58.9 76.5
avg-pooling 80.2 62.8 79.8

MIFN 84.3 66.1 83.9

visual information has the better performance than the textual
information.

Second, about multimodal methods, we observe that different
fusion methods would result in the performance varies consider-
ably. For textual feature extracted by Bi-GRU and visual feature
extracted by ResNet-101, we fuse these multimodal feature by max-
pooling, average-pooling, or directly adding. The max-pooling gets
the worse performance which is even worse than the unimodal
method. This may be that the max-pooling removes some informa-
tion in the single modality by simple way, which would expand the
effect of the irrelevant information. However, the average-pooling
and the adding method retain the information of both modalities
and achieve better performance.

Third, compared with the multimodal methods, our proposed
method (MIFN) gains 1.6%-5.6% improvement on Task 2 and 4.1%-
7.4% improvement on our designed task. The multimodal baselines
regard that all the regions in images are related to the tweet text, and
fuse the features of different modalities in a simple way. However,
our model filters out the irrelevant image regions of corresponding
words before fusing the features. By this way, each word could be
fused with the semantic-related image regions and a better mul-
timodal tweet embedding is obtained. This results in that MIFN
reaches the best performance among all the baselines. In addition,
we observe that more improvement is gained on Hurricane Disas-
ter. In the same disaster, the texts and images have the more same
semantic. It may be more easier for multi-focal network to select
the relevant image regions.

Figure 3: The performance of different variants of our
proposed MIFN on humanitarian event detection. -image/-
text represents the MIFN variant without visual informa-
tion/textual information.

Table 5: The ablative analysis ofMIFN on Task2 (Humanitar-
ian Categories). -filter function represents the MIFN variant
without filter function; max-pooling represents that MIFN
variant leverage the avg-pooling to replace max-pooling in
event classifier; single-image means the MIFN variant pro-
cesses the text-image pair.

Task2 (Humanitarian Categories)
Model Acc Macro F1 Weighted F1
MIFN 83.8 74.7 83.6

-filter function 82.9 71.3 82.5
max-pooling 81.8 63.5 81.2
single-image 82.9 64.1 82.5

Table 6: The ablative analysis of MIFN on Hurricane Dis-
aster. -filter function, max-pooling and single-image repre-
sents the same MIFN variants with Table 5.

Hurricane Disaster
Model Acc Macro F1 Weighted F1
MIFN 84.3 66.1 83.9

-filter function 80.1 62.9 79.7
max-pooling 81.3 63.1 81.1
single image 83.7 65.8 83.3

3.5 Ablation Study
To investigate the effectiveness of textual and visual information,
we design two variants of MIFN, -text and -image. As shown in
Figure 3, without either of these two information, the performance
drops. This indicates that textual and visual information are both
important to understand the event. In particular, the performance
of the variant without visual information drops significantly, which
is consistent with the observation analysed in Section 3.4.

In addition, we devise another three variants to analyze the effect
of the multiple images, filter function and pooling method. The
results are shown in Table 5 and Table 6.

First, different from most multimodal event detection works,
we study the multimodal event detection under a more realistic
scenario, which has the combination of single text and multiple
images. Therefore, to investigate the effect of multi-images, we
select the first image in each multimodal tweet and extract its
feature map as the visual information. We find that more images
provide more related information for event detection.

Second, the filter function is the main component of the multi-
focal network. It filters out the irrelevant image regions of a given
word and this is the key point that we argue in this paper. To analyze
the affect of filter function in fusingmultimodal features, we remove
the filter function and directly apply the attentionmodule to fuse the
textual and visual features. By this way, all the regions in multiple
images are more or less relevant to the given word. Although the
model would reduce the relevant scores of irrelevant regions by
iterative learning, the scores would not be reduced to zero and
irrelevant regions still affect the result of classification. The result
of Hurricane Disaster drops significantly. This is because the images
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in same disaster may have more same semantic information and it
is more need the filter function to select the salient regions.

Third, we leverage the avg-pooling to obtain the final tweet em-
bedding in MIFN. To explore the effect of different pooling method,
we replace the avg-pooling with max-pooling. The result shows
that max-pooling gets the worse performance. This indicates that
avg-pooling retains all the information contained in the fusion
feature map and more information results in the improvement of
classification performance.

4 CONCLUSION
In this paper, we studied the multimodal event detection under
a more realistic scenario, which has the pair of single text and
multiple images. Further, we proposed a Multi-Image Focusing
Network (MIFN) to fuse the textual feature and visual feature. For
multiple images, we leveraged the pretrained Faster R-CNN to
obtain the image regions of each image and extract their features.
Different from fusion method of most multimodal event detection,
we filtered out the irrelevant image regions towards a given word
before fusing multimodal information. To explore the effectiveness
of fusing multiple images and the proposed filter function, we
designed two variants of MIFN. The experimental results show that
MIFN is better than these two variants, which demonstrate the
advantage of using multiple images to expand textual information,
and filtering out irrelevant information before multimodal fusion.
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