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ABSTRACT 
In modern cities, numerous urban perception devices collect and 

release urban data all the time, but urban data may become 

abnormal due to environmental interference or artificial tampering. 

In view of the problem that urban data will face data anomalies, 

this paper designs a distributed gauss membership anomaly data 

filtering algorithm, and defines a set of extraction protocols 

suitable for heterogeneous data. Simulation results show that this 

algorithm can filter abnormal data in real time, improve the 

efficiency of urban computing and reduce the cost of network.   
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1. INTRODUCTION 
Urban computing is based on computer technology, which solves 

some problems existing in cities by constantly acquiring, 

integrating and analyzing various heterogeneous data in cities. 

Literature [1], [2] describes the extensive application of the 

Internet of things in urban transportation, environment and other 

fields, but also points out that in urban data collection, there are 

many types of sensing devices and complex data transmission 

channels. Literature [3] discussed that attackers injected false data 

into the network, which had a bad impact on terminal decision-

making. In particular, if no one destroys the data in the process of 

data transmission, the data will also face the problem of data 

anomaly [4], [5]. On the one hand, these false or abnormal data 

will affect the quality of the collected data and lead to the wrong 

decision of the urban system. On the other hand, they will occupy 

the valuable network and computing resources of urban 

computing, causing negative impact. Therefore, urban data 

security has become an important proposition in urban computing 

[6]. 

The capacity of urban computing is precious and limited, so it is 

particularly important to allocate resources reasonably. Mobile 

edge computing sinks the cloud computing center to the edge of 

cloud, making the cloud computing center closer to the demand 

side of the resource. In the face of the scenario with large data 

throughput, the distributed processing method can effectively 

reduce the overall transmission delay of the network and improve 

the processing efficiency of the system [7], [8]. 

Now, urban anomaly data processing has been applied in many 

aspects of urban computing: Literature [9] explored the abnormal 

data analysis of 160 million taxi trip records in New York City; 

Literature [10] explored the abnormal data detection of large-scale 

traffic data; Literature [11] explored the monitoring of abnormal 

data in wireless sensor networks. Literature [9], [10] explored the 

problem of abnormal data processing for a single application of 

the city, Literature [11] explores the problem of abnormal data 

processing in local sensor networks. However, a single application 

scenario data solution may rely on the unique characteristics of 

the application data, resulting in a non-generic approach. At the 

same time, the abnormal data solution in the local network can't 

satisfy the "multi-data, multi-task" scenario at the city scale, so 

this paper proposes a distributed anomaly filtering algorithm for 

heterogeneous data at the city level. 

The main work of this paper is as follows: An extraction protocol 

for heterogeneous data is designed for application layer. In this 

protocol, each data source device sends all data to the network at 

the same time. Different applications can get the required type 

data by setting the offset value according to the actual needs, so as 

to realize the quick acquisition of heterogeneous data; Based on 

the mobile edge computing architecture, a distributed anomaly 

data filtering algorithm is designed. Fuzzy set is used to represent 

each kind of data and the membership function of abnormal data 

is calculated. A single node filters out abnormal data and marks 

suspicious data by setting thresholds for suspicious data and 

abnormal data. After receiving the data of multiple nodes, the 

suspicious data is further analyzed based on the data of multiple 

nodes and the abnormal data is filtered. 
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The rest of this paper is structured as follows: section 2 introduces 

relevant work; Section 3 introduces the heterogeneous data 

extraction protocol for city computing; Section 4 presents the 

filtering algorithm of abnormal data; Section 5 gives the results 

and analysis of the simulation experiment. Section 6 summarizes 

the whole paper and points out the key points for the next step. 

2. RELATED WORK 
The key point of abnormal filtering algorithm is to realize the 

recognition of abnormal data or outlier. Regarding the 

identification of abnormal points, literature [12] established the 

feature space of attributes, and calculated the outlier distance of 

data points to judge the degree of anomalies of data points. This 

method has good detection effect and wide applicability, but the 

time complexity of this algorithm is too high, the real-time 

recognition ability is weak, and can’t meet the needs of real-time 

distributed scene. Literature [13] propose a one-class support 

Tucker machine (OCSTuM) and an OCSTuM based on tensor 

Tucker factorization and a genetic algorithm called GA-OCSTuM, 

this method can retain the structural information of data while 

improving the accuracy and efficiency of anomaly detection. But 

this method can only detection raw data in one step.  Literature 

[14] present a tunable algorithm for distributed outlier detection in 

dynamic mixed-attribute data sets, but this method consumes a lot 

of memory and is relatively inefficient. In literature [15], [16], the 

method of density clustering is used to capture the outliers. 

However, the method based on clustering is limited to the 

selection and number of clustering clusters, and each clustering 

model is only applicable to specific data types. Literature [17] 

proposed an outlier recognition algorithm based on gaussian 

statistics, but the method based only on statistics, which relies 

excessively on prior knowledge, could not deal well with non-

prior cases. 

In order to solve the above problems, and considering the spatial-

temporal correlation of data, this paper proposes a distributed 

anomaly filtering algorithm based on gaussian membership 

deployed on sensing nodes. By analyzing the membership degree 

of data and the membership degree of data difference, the 

algorithm is jointly responsible for filtering the abnormal and 

invalid information. At the same time, the mobile edge calculation 

is used to further filter the abnormal data by combining multiple 

nodes, so as to further improve the filtering level by analyzing the 

abnormal data from a higher dimension. At the same time, 

combining with the filtering algorithm proposed in this paper, this 

paper proposed the matching city data extraction protocol. 

For pages other than the first page, start at the top of the page, and 

continue in double-column format.  The two columns on the last 

page should be as close to equal length as possible. 

3. HETEROGENEOUS DATA 

EXTRACTION PROTOCOL  

3.1 Data Definition in City Computing 
In urban computing, the number of device terminals and data 

types obtained is large, so the transmission message can be 

formulated uniformly to reduce the pressure of system processing 

and identification. 

Assuming that there are n types of data that might be included in 

the city calculation, then each type of device can obtain m types of 

data. 

In this paper, fixed-length encoding is used to encode n data types, 

and the encoding length L is obtained according to definition 1. 

Starting with the binary number 0, it corresponds to the city data 

type in a self-incrementing form, forming a unique id number for 

each data type.  

Definition 1  

                                          𝐿 = 𝑙𝑜𝑔2 𝑛                                         (1) 

As for the data content, due to the different length of city data 

content, this paper adopts the method of hard coding to directly 

set the data length for each type of data at the perception node. 

3.2 Data Packet Structure 
The contents of the packet are shown in Table 1, where the data 

type id and data content are required to match the added packets. 

Packets are generated and uploaded as binary streams. 

Table 1. Data packet field 

Field Optional/Required Describe 

Data type id Required City data type id 

data content Required data content 

Device id Required Sensing device id 

Device type Optional Device type 

Service type Optional Environment, 

transportation, etc. 

 

3.3 Data Extraction Method 
There are many possible applications of urban computing, each 

requiring several types of data. Each application record needs to 

record the device id of the data source and the data content within 

each data type under that device id. 

The data extraction process is shown in Figure 1. Codecs provide 

the ability to transform and analyze data streams. Codecs analyze 

data streams in the form of data slicing, decompose heterogeneous 

data streams into multi-class data fragments, and extract urban 

data information from them.  

 

Figure 1. Data processing flow. 

4. ABNORMAL DATA FILTERING 

ALGORITHM 
In large-scale city data filtering, each device is required to have 

the ability to filter data independently. In order to solve the 
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problem of equipment independent filtering, a data filtering 

scheme based on gaussian membership analysis is proposed. This 

algorithm calculates the gaussian membership degree of the city 

data and the gaussian membership degree of the change of the 

data difference. The gaussian membership degree of data 

describes the membership degree of data corresponding to the 

whole from the perspective of data distribution, and the gaussian 

membership degree of data difference change discusses the 

possibility of continuous data when data change from the 

perspective of data difference change distribution. The joint 

membership degree of the data reflects its trust relation and 

membership relation to the whole. The higher the membership, the 

higher the data reliability. At the same time, combining with the 

spatiotemporal correlation of data, this paper proposes the 

abnormal data filtering based on mobile edge cloud, which further 

improves the ability of data mining and analysis. 

4.1 Membership Analysis of Single Node 

Abnormal Data 
In practical applications, many urban physical data can be 

described by gaussian distribution or approximate gaussian 

distribution [17]. According to probability theory, the description 

of gaussian distribution is shown in definition 2. 

Definition 2 A normal distribution is an important probability 

distribution. Its probability density function is: 

             ( ) =
 

√   
  𝑝 ( 

(   )2

  2
)       (     )         (2) 

In this formula, u and σ are constants, and σ>0, then x follows the 

gaussian distribution, X~N (u, σ^2), X is normal random variable. 

For the city data satisfying X~N (u, σ^2), we can preprocess the 

city data, calculate the overall data distribution probability density 

function  ( ) , and calculate the data gaussian membership 

 ( ) according to definition 3. 

Definition 3 This definition describes the mapping from 

probability density function to data gaussian membership. 

                                       ( ) =  ( )  √                                         (3) 

In this formula,  ( )  is the probability density function of the 

gaussian distribution corresponding to the city data, and is the 

variance of the gaussian distribution corresponding to it. In the 

definition, data values that deviate too far from their historical 

distribution will result in smaller data gaussian membership. 

Similarly, according to the difference of data change, the gaussian 

distribution of data difference change can also be established to 

obtain the gaussian membership degree  ( ) of data difference. 

The joint membership of the data is  ( ) , 𝐴( ) =  ( )  
 ( ) 𝐴( )  [0  ]. For the joint membership degree of data, 

we can further differentiate, mark and filter the data by defining 

the threshold Tat of abnormal membership degree and Tst of 

suspicious membership degree. For 𝐴( )  [0 𝑇𝑎𝑡) mark it as 

abnormal data for filtering; For 𝐴( )  [𝑇𝑎𝑡  𝑇𝑠𝑡)  mark it as 

suspicious data; For 𝐴( )  [𝑇𝑎𝑡  𝑇𝑠𝑡)  mark it as reasonable 

data. 

The data filtering process is shown in Figure. 2. After the data 

passes through the filter, it is divided into abnormal data, 

suspicious data and reasonable data. Upload suspicious data and 

reasonable data, and filter out abnormal data directly locally. 

 

Figure 2. Perception node and MEC network model on urban 

computing. 

4.2 Abnormal Data Filtering Based on Mobile 

Edge Cloud 
The filtering algorithm based on gaussian membership can only 

well solve the problem of data filtering in the normal data range. 

However, in case of special circumstances, mobile edge 

computing can help urban computing to consider the problem of 

data anomalies from a higher dimension, as shown in Figure. 3. 

 

Figure 3. The original data. 

 

In the mobile edge layer, data of multiple nodes can be analyzed 

jointly to mine the potential of data anomalies. If the data 

uploaded by many nodes is suspicious, it can be attributed to 

abnormal changes in the environment. For example, if the 

temperature drops suddenly, the temperature data collected by all 

nodes will drop sharply, then such data is normal data. By setting 

the suspicious number threshold m, when the number of nodes 

reporting suspicious changes is greater than the suspicious number 

threshold, the suspicious change of data is considered as normal 

change. If it is less than this threshold, the suspicious change of 

the data is considered as abnormal change and is filtered.  

5. EXPERIMENTS 
Based on the above algorithm design, this section mainly tests the 

filtering ability of the algorithm. In this article, we will in a real 

data set on the basis of experimental design, as the chart shows, in 

the range of the whole city, there are many sensing nodes, collect 

a variety of heterogeneous data, the city of  Beijing University of 

Technology campus layout the six nodes, node to once every 30 s 

frequency acquisition of data, data collection of temperature, 

humidity, illumination city, etc. Experimental environment: 

MATLAB R2017a development, processor Intel(R) Core (TM) 

i5-4690mq, memory 8 GB, operating system for Windows10. 
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In this experiment, our algorithm will simulate six heterogeneous 

sensors on the campus of Beijing university of technology. The 

data collected by the six heterogeneous sensors all contain 

temperature data, which is generated based on the real data set of 

Berkeley Intel laboratory.[18] Our simulation experiment extracts 

the temperature data from the complex data of six heterogeneous 

nodes, and adopts the distributed real-time data filtering algorithm 

based on the mobile edge cloud architecture to identify and filter 

the abnormal data. 

 

Figure 4. Marked Abnormal data. 

 

 
Figure 5. Filtered data. 

 

In this experiment, the abnormal membership threshold Tat was set 

as 0.005, the suspicious membership threshold Tst was set as 0.01, 

and the suspicious number threshold m was set as 2. Figure. 3 

shows the distribution of the original data. It can be seen that the 

data has a large fluctuation and the data anomalies are relatively 

obvious. Figure. 4 shows the distribution of abnormal data. It can 

be seen that the distribution of abnormal data is relatively 

concentrated. Figure. 5 shows the filtered data. By comparing 

Figure. 4 and Figure. 5, after algorithm processing, the data has a 

better recovery effect. 

Simulation results show that the algorithm has good ability to 

filter abnormal data. 

6. CONCLUSION AND FUTURE WORK 

PROSPECT 
This paper proposes a data filtering scheme based on gaussian 

membership analysis. By calculating the gaussian membership 

degree of the data, the data is filtered preliminarily. At the same 

time, based on the mobile edge cloud, this paper proposes a multi-

node combined filtering method, which further improves the 

ability of data mining and analysis. Simulation results show that 

the algorithm has good ability to filter abnormal data. But the 

algorithm needs enough prior information, and the time 

complexity of preprocessing is high, so it needs further 

optimization. 
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