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Abstract. As numerous new techniques for Android malware attacks
have growingly emerged and evolved, Android malware identification
is extremely crucial to prevent mobile applications from being hacked.
Machine learning techniques have shown extraordinary capabilities in
various fields. A common problem with existing research of malware
traffic identification based on machine learning approaches is the need to
design a set of features that accurately reflect network traffic character-
istics. Obtaining a high accuracy for identifying Android malware traffic
is also a challenging problem. This paper analyses the Android malware
traffic and extract 15 features which is a combination of time-related
network flow feature and packets feature. We then use three supervised
machine learning methods to identify Android malware traffic. Exper-
imental results show that the feature set we proposed can accurately
characterize the traffic and all three classifiers achieve high accuracy.

Keywords: Malware traffic · Traffic analysis · Traffic classification ·
Machine learning

1 Introduction

With the development and popularization of smart phones, smart phones have
become a very important part of people’s life. It offers a wide variety of appli-
cations to meet people’s daily needs [1], and more and more users store their
private information in their smart phones. According to statistics from data
Internet statistics company Statista, in 2016, there were 2.1 billion smart phone
users worldwide, and the number is expected to grow to 2.87 billion in 2020 [2].
The widespread deployment of WIFI networks and the large number of applica-
tions available in the application market [3], compared with traditional network
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traffic, have enabled mobile devices not only to involve traditional communi-
cation activities (such as making voice calls and sending short messages), but
also to apply to more advanced scenarios such as finance, online games and
e-shopping. As mobile devices tend to store owners’ private data [4] (such as
contacts, photos, videos and GPS locations), more and more attackers and traf-
fic analysts are targeting the network traffic they generate in an attempt to mine
useful information. Google’s Android has become the most popular mobile plat-
form overtaking other operating systems. Such increasing popularity of Android
smart phones has attracted malicious app developers as well. According to the
statistics given in [5], among all malwares targeting mobile devices, the share
of Android malwares is higher than 46%. Another recent report also alerts that
Android malwares have grown around 400% since summer 2010 [6]. New tech-
niques for Android malware attacks are emerging. Given this significant growth
of Android malware, there is a pressing need to effectively mitigate or defense
against them. In this paper, we focus on malware traffic and we extracted 15
features from raw network traffic. We propose a machine leaning model using
three supervised machine learning methods for android malware traffic identi-
fication. Organisation of paper is as follows. Section 2 overviews related work.
Section 3 demonstrates methodology. Section 4 is about experimental study and
results. Conclusion and Future Work are depicted in Sect. 5.

2 Related Work

Existing technology proposed for android malware classification falls into three
categories [7]: port-based identification [8], deep packet inspection (DPI) [9] iden-
tification and the machine learning (ML) identification [12]. Port-based identifi-
cation was used in the past to associate applications with network connections,
but the accuracy of this method is decreasing with the increased use of dynamic
ports [10] and applications evading firewalls. Despite the decreased accuracy, port
numbers are often utilized as one of the packet features. Furthermore, port-based
identification is still quite often used to establish a ground truth for traffic identifi-
cation experiments. Finsterbusch [11] summarized current main DPI-based traffic
identification methods. DPI technology is influenced by network traffic encryp-
tion measures. At present, the mainstream research mainly uses machine learn-
ing methods [13]. Machine learning approach of traffic identification attracts a
lot of research in academia [14–16], and related work mainly focused on how to
choose a better dataset. Dhote et al. [17] provided a survey on feature selection
techniques of internet traffic identification. There are generally two kinds of traffic
features that are mainly used in machine learning methods [18]. One is flow fea-
tures, that is, the communication of the two sides of all the data packets reflected.
The other is packet features, which are the features of each packet. Wang [19],
Mauro [20] and Cheng [21] apply flow features to research P2P traffic, WebRTC,
Coull et al. [20] use packet features to research iMessage traffic. Korczynski [22]
and Koch [23] apply packet features to identify encrypted traffic. The correspond-
ing classifiers are C4.5 decision tree; Naive Bayes and random forest respectively.
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Aghaei et al. [24] proposed a identification method with flow features and C4.5
decision tree classifier on proxy traffic. Xu [25] proposed a identification method
with only time related flow features on both regular encrypted traffic and protocol
encapsulated traffic. A few researchers, such as, Du. [26] and Alshammari. [27] use
combination of flow and packets features to identify [18] encrypted traffic. Most
of the researches employ supervised machine learning Methods [31].

3 Methodology

3.1 Dataset

Arash [28] published CICAndMal dataset which includes four types of Android
malware traffic. In this paper, we select three types of Android malware traf-
fic from CICAndMal dataset. Each type of Android malware traffic includes 10
malware families and we randomly choose one pcap file from each malware fam-
ily. Therefore, every malware traffic consists of 10 pcap files. And the benign
traffic data also comes from Arash [29]. It consists of 173 pcap files which are
generated by 1,500 benign Android applications from google play. Table 1 shows
the detailed malware family of three types of malware traffic in our dataset. The
size of our Android malware dataset is 3.2 GB, and the format is pcap.

Table 1. The details of Android malware families.

Traffic type Malware families

Adware Dowgin family Ewind family

Feiwo family Gooligan family

Kemoge family Koodous family

Mobidash family Selfmite family

Shuanet family Youmi family

Ransomware Charger family Jisut family

Koler family LockerPin family

Simplocker family Pletor family

PornDroid family RansomBO family

Svpeng family WannaLocker family

Scareware AndroidDefender 17 AndroidSpy.277 family

AV for Android family AVpass family

FakeApp family FakeApp.AL family

FakeAV family FakeJobOffer family

FakeTaoBao family Penetho family
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3.2 Model

In this paper, we propose an Android malware traffic identification model using a
machine learning (ML) architecture. Figure 1 shows the overview of our proposed
Android malware traffic identification method. Generally, this model consists of
flow seperation, feature extraction and training machine learning classifiers.

Fig. 1. The architecture of machine learning model.

A. Flow Seperation
Machine learning based traffic identification approach need to split continuous
traffic to discrete units based on certain granularity at first [30]. The flow seper-
ation module, We use flow and session which were also used by most researchers.
Firstly, we apply five-tuples (source IP, source port, destination IP, destination
port, transport layer protocol) to divide continuous network traffic into discrete
flows. A session is a bi-directional flow that its source IP and destination IP can
swap. For each flow, three packet series are considered: incoming packets only,
outgoing packets only, and bi-directional traffic (i.e. both incoming and outgo-
ing packets). A program written by Java languages are used to split continuous
traffic to discrete flows. Before flows are passed on to the next stage, they are
discarded if they contain any TCP retransmissions or other errors.

B. Feature Extraction
During the feature extraction, all traffic files (.pcap) are processed automatically
generate feature sets (.csv). Feature extraction involves deriving 15 features from
each flow. We extract simple packet features (e.g. packet length) and time-related
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flow feature from packets header portion of every session. These statistical fea-
tures were computed using the Python pandas libraries. Subsequently, those
features are labeled and then fed into supervised machine learning algorithms
for classifying benign and malware traffic. The 15 selected features are showed
in Table 2.

Table 2. Feature extracted from traffic flows.

ID Feature Description

1 Flow duration Duration of the flow in Microsecond

2 flowBytesPerSecond Number of flow bytes per second

3 total opackets Total packets in the outgoing direction

4 total ipackets Total packets in the incoming direction

5 min opktl Minimum size of packet in outgoing direction

6 max opktl Maximum size of packet in outgoing direction

7 mean opktl Mean size of packet in outgoing direction

8 std opktl Standard deviation size of packets in outgoing direction

9 min ipktl Minimum size of packet in incoming direction

10 max ipktl Maximum size of packet in incoming direction

11 mean ipktl Mean size of packet in incoming direction

12 std ipktl Standard deviation size of packets in incoming direction

13 min flowpktl Minimum length of a flow

14 max flowpktl Maximum length of a flow

15 mean flowpktl Mean length of a flow

C. Training Classifier
Machine learning can be used to automatically discover the rules by analyzing
the data, and then the rules can be used to predict unknown data. Three classfiers
were chosen because they are particularly suited for predicting classes (in our
case, network traffic) when trained with the features that we extracted from
network flows.

Random Forest algorithms achieve best performance. A Random Forest clas-
sifier is an ensemble method that uses multiple weaker learners to build a stronger
learner. This classifier constructs multiple decision trees during training and then
chooses the mode of the classes output by the individual trees. The construction
process of random forest can be described as follows.
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Algorithm 1. Random Forest Algorithm.
Require:

Training sample set T , Sample to be classified x
Ensure:

Sample label y
1: Random sampling of rows: assuming that the number of training set samples is N ,

the training set of a decision tree is constituted by random sampling N times in
the way of putting back;

2: Column random sampling: in the attribute set of the training set (assuming
that there are M attributes), randomly select the subset containing M (m l M)
attributes;

3: Decision tree generation: select an optimal attribute in the sub-set of m attributes
for complete splitting to construct the decision tree. No pruning is needed in the
splitting process to maximize the growth of each decision tree;

4: Generate random forest: repeat steps 1-3 to grow multiple decision trees to generate
forest;

K-Neighbors is one of the simplest and most well-known classification algo-
rithms. It relies on the assumption that nearby data sets have the same label
with high probability. The algorithm implementation is described as follows.

Algorithm 2. K-Neighbors Algorithm.
Require:

Training sample set T , Sample to be classified x, Number of neighbors k
Ensure:

Sample label y
1: first initialize the distance as the maximum distance;
2: calculate the distance dist between unknown samples and each training sample;
3: obtain the maximum distance max dist in the current k closest samples;
4: If dist is less than max dist, the training sample is taken as the k-nearest neighbor

sample;
5: repeat steps 2, 3 and 4 until the distance between the unknown sample and all

training samples was calculated;
6: count the occurrence times of each category in k nearest neighbor samples;
7: select the category with the highest occurrence frequency as the category of the

unknown sample;

Decision tree is a prediction model, which represents a mapping between
object attributes and object values. Each node in the tree represents the judg-
ment condition of object attributes, and its branches represent the objects that
meet the node conditions. The leaf nodes of the tree represent the predicted
results to which the object belongs. The generation process of a decision tree
is mainly divided into the following three parts: feature selection, constructing
decision tree, decision tree pruning. The first is feature selection. Selecting an
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appropriate feature as the judgment node can quickly classify and reduce the
depth of the decision tree. The goal of decision tree is to classify data sets accord-
ing to corresponding class labels. In this paper, we use the gini coefficient ratio
to select features. In the classification problem, assuming that there are K cate-
gories and the probability of the Kth category is P k, the gini coefficient can be
expressed as:

Gini(p) =
k∑

1

Pk(1 − Pk) = 1 −
k∑

1

(Pk)2 (1)

According to the formula, the higher the degree of data mixing in the data set,
the higher the gini index. When dataset D has only one category, the gini index
has a minimum value of 0. If the selected attribute is A, then the calculation
formula for the gini index of the data set D after splitting is as follows:

GiniA(D) = 1 −
k∑

1

Dj

D
Gini(Dj) (2)

Since the algorithm of decision tree is very easy to overfit, it must be pruned
for the generated decision tree. There are many algorithms for pruning, and
there is room for optimization in the pruning method of decision tree. There are
two main ideas. One is pre-pruning, that is, when the decision tree is generated,
the pruning is decided. The other is post-pruning, that is, construct the decision
tree firstly, and then pruning through cross-validation. In our experiment, We
chose the latter and got a good classification result.

4 Experiment and Results

Our experiments included two types of classification tasks, namely, binary classifi-
cation and multi classification. Specifically, the binary classification task included
benign and malware. The multi classification task included four types of classes,
i.e., scareware, ransomware, adware and benign. Among all of the two experiments,
the proportion of the training and test set is 8:2. Table 3 presents the distribution
of traffic records in our dataset. We evaluate the performance of the three machine
learning. In this section, we briefly introduce evaluation metrics for the perfor-
mance analysis. Finally, we discuss experimental results of two experiments.

Table 3. Distribution of traffic samples in our dataset.

Type Malware traffic Benign traffic

Adware Ransomware Scareware Benign

Total Samples 34882 38159 34656 137105

Train Samples 27905 30527 2722 109684

Test Samples 6977 7632 6932 27421
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4.1 Evaluation Metrics

In general, we use the confusion matrix to evaluate the performance of the
machine learning algorithm. The confusion matrix contains three metrics, i.e.,
precision (P ), recall (R), F-measure (F ). These confusion metrics are made up
of true positives (TP ), true negatives (TN), false positives (FP ) and false neg-
atives (FN). Specifically, TP and TN are the number of instances predicted
correctly as malware or benign, respectively. Accordingly, FP and FN are the
number of instances incorrectly predicted as malware or benign.

Precision (P ): Precision presents the percentage of all samples predicted as
malware traffic that are truly malware.

P =
TP

TP + FP
(3)

Recall (R): Recall presents the percentage of all malware traffic samples that
are predicted to be truly malware.

R =
TP

TP + FN
(4)

F1-score (F1): F1 value is the harmonic mean of precision and recall which
can be better to evaluate the performance.

F1 =
2PR

P + R
(5)

4.2 Experimental Result

Binary Classification: In this experiment, three types of malware traffic will
be labeled as malware. Therefore, there are two classes benign and malware.
All three machine learning algorithms are conducted to verify the combined
features for malware identification. The results of binary classification are pre-
sented in Fig. 2. We found that the values of all the evaluation metrics of all three
algorithms achieved were over 85%. These results implicate that the combined
feature can be used to effectively classify Android malware and benign traffic.
RandomForest is the best performer, with precision of 95%, recall of 95%, F1-
value of 95%. And Decision Tree performs slightly worse, with precision of 93%,
recall of 92%, F1-value of 92%. K-Neighbors performs the worst, with precision
of 85%, recall of 86%, F1-value of 84%.

Multi Classification: On the basics of binary classification, we use the same
algorithm to identify specific Android malware traffic, i.e., adware, ransomware,
scareware. Experiments are conducted to evaluate the performance of Random-
Forest, Decision Tree, K-Neighbors. As observed from Fig. 3, the precision of
three methods is higher than 80%. The evaluation metrics of RandomForest is
the best with precision of 86%, recall of 85% and F1-value of 86%. The Deci-
sion Tree performs almost the same as RandomForest, with precision of 84%,
recall of 84% and F1-value of 84%. The worst performance is from K-Neighbors
algorithm with precision of 81%, recall of 81% and F1-value of 81%.
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Fig. 2. The result of binary classification.

Fig. 3. The result of multi classification.

5 Conclusion and Future Work

In this paper, we have studied the time-related flow feature and packet feature
to address the challenging problem of characterization of android malware traffic
and identification of Android malware traffic. we proposed a set of feature and
Android malware identification model which contains three common machine
learning algorithms. The experimental results show that the proposed model
performs well when only classifying malware and benign traffic, with an aver-
age accuracy of 95%. When identifying specific malware and benign traffic, the
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performance is comparatively worse. We notice that the RandomForest classi-
fier performs the best among all of the two experiments. As Android malware
application is a fast variant, the numerous derived features contained in existing
datasets may not be practical in the future. Therefore, we plan to study the
methods of deep learning which can automatically learn features from traffic.
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